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Abstract

Details of the discovery of a Higgs boson and its mass and coupling measure-

ments using up to 25 fb−1 of collision data collected with the ATLAS detector at the

LHC are presented. The measured mass is mH = 125.5 ± 0.2(stat)+0.5
−0.6(sys) using

the H→ γγ and H→ZZ∗→ 4` channels. A combination of H→ γγ, H→ZZ∗→ 4`,

H→WW ∗→ `ν`ν, H→ ττ and H→ bb̄ yields an observed signal strength with re-

spect to the Standard Model prediction of µ = 1.30±0.12(stat)+0.14
−0.11(sys) at a Higgs

boson mass of 125.5 GeV. The evidence for Higgs boson production through Vector

Boson Fusion is confirmed at the 4.1σ level. The coupling to fermions is established

at the 3.7σ level with a fermionic signal strength µττ,bb = 1.09±0.24(stat)+0.27
−0.21(sys).

Couplings of the Higgs boson to other particles are explored under a set of bench-

mark scenarios where no deviation from the Standard Model was found.

Modeling and statistics techniques are discussed thoroughly throughout. The

channel H→ZZ∗→ 4` is described in detail with special attention on contributions

to background estimates from objects that are falsely identified as leptons. A novel

technique for the interpolation of outputs from large simulations using k-d trees, B-

splines and kernel density estimates for the mass measurement in high resolution

channels is presented. For the presentation of future results, it is desirable to

factor out theoretical uncertainties. A framework for the construction of effective

likelihoods without theoretical uncertainties and for deriving physics results from

those is explained in detail.

iv



Contents

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

1 Introduction 1

1.1 Higgs bosons at the LHC . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 The Trigger and Data Acquisition . . . . . . . . . . . . . . . . . . . 16

1.4 Data Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.5 Statistical Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 H→ZZ∗→ 4` Analysis 25

2.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.2 Analysis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Estimating Fake Rates . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . 48

2.5 H→ZZ∗→ 4` Signal Modeling . . . . . . . . . . . . . . . . . . . . . 51

v



3 Discovery 61

3.1 Statistical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.2 H→ γγ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3 H→WW ∗→ `ν`ν . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.4 Combination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.5 Bayesian Checks on Limits . . . . . . . . . . . . . . . . . . . . . . . 80

3.6 Latest Results from H→ZZ∗→ 4` . . . . . . . . . . . . . . . . . . . 83

4 Mass Measurement 85

4.1 Combined Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.2 H→ZZ∗→ 4` and H→ γγ Mass Compatibility . . . . . . . . . . . . 90

5 Coupling Measurements 95

5.1 Cross Sections and Branching Ratios . . . . . . . . . . . . . . . . . 97

5.2 Testing the Standard Model Hypothesis: Benchmark Models . . . . 103

5.3 Studies using Bayesian Techniques . . . . . . . . . . . . . . . . . . . 107

5.4 Factorizing Theory Uncertainties . . . . . . . . . . . . . . . . . . . 111

6 Conclusion 118

Bibliography 120

vi



List of Figures

1.1 Higgs boson production modes at the LHC. Panel (a) shows the

leading order Feynman diagram for gluon-fusion (ggF), (b) for vec-

tor boson fusion (VBF), (c) for associated production with a weak

boson (VH) and (d) for associated production with top quarks (ttH). 5

1.2 Higgs cross sections (a) and branching ratios (b) for various produc-

tion modes and final states [1]. . . . . . . . . . . . . . . . . . . . . . 6

1.3 Theoretical calculations for σ × BR are shown in (a) and expected

upper limits representing the statistical power of the analysis are

shown in (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Overview of the ATLAS detector [2]. . . . . . . . . . . . . . . . . . 8

1.5 Inner detector perspective layout [3]. . . . . . . . . . . . . . . . . . 10

1.6 Inner detector: Pixel [4]. . . . . . . . . . . . . . . . . . . . . . . . 12

1.7 Liquid argon pulse shape [5]. . . . . . . . . . . . . . . . . . . . . . 13

1.8 Barrel toroid magnets [6]. . . . . . . . . . . . . . . . . . . . . . . . 15

1.9 Muon system schematic [7]. . . . . . . . . . . . . . . . . . . . . . . 17

1.10 Particle identification [8]. . . . . . . . . . . . . . . . . . . . . . . . 18

1.11 ATLAS Trigger and data acquisition schematic [9]. . . . . . . . . . 19

vii



1.12 Integrated luminosity for 2011 and 2012 data taking is shown in (a)

next to the mean number of interaction per bunch crossing in (b).

The data taking efficiency for the two years is shown in (c) and (d). 21

2.1 H→ZZ∗→ 4` control region (1). (a) shows the 4µ and (b) the

2e2µ final state. The functional form that is fitted is a second order

Chebyshev polynomial for the flat tt background and a Breit-Wigner

for the peaked Z + jets component convoluted with a Crystal-Ball

function [10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2 Invariant mass distributions for leading and sub-leading leptons

pairs in the control region defined by a lepton pair forming a Z

boson and a same-flavor lepton pair that can be both same-sign or

opposite-sign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.3 Event selection results for H→ZZ∗→ 4` [10]. . . . . . . . . . . . . 42

2.4 Estimated fake factors FR. . . . . . . . . . . . . . . . . . . . . . . . 45

2.5 Monte Carlo estimates of m3−lepton spectrum. . . . . . . . . . . . . . 47

2.6 Data-driven estimates of m3−lepton spectrum. . . . . . . . . . . . . . 47

2.7 Monte Carlo (left) and data-driven (right) estimates of m4−lepton

spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.8 Comparison of (a) vertical and (b) horizontal interpolation for peaked

shapes using a toy model. The dotted graphs are inputs and the

solid graphs are outputs of the interpolation. The shapes are nor-

malized to one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.9 B-spline interpolations for (a) the expected number of events and

(b) systematic uncertainties in mH . Input values were determined

from MC samples with full detector simulations at fixed values of mH . 54

viii



2.10 Effect of changing an energy scale on the shape of the 4e distribution

in m4l in arbitrary units. . . . . . . . . . . . . . . . . . . . . . . . . 55

2.11 Third order B-spline basis functions that are used as weights. . . . . 56

2.12 (a) Verification of the method. (b) Scan across mH . Both plots are

in arbitrary units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.13 Improvements in the final result due to the new signal model (red)

over the old signal model (blue) for (a) the mass measurement,

(b) the confidence intervals in the (µ, mH) plane and (c) the lo-

cal p0 values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.1 MC studies for H→ γγ at (a)
√
s = 7 TeV and (b)

√
s = 8 TeV. . . 64

3.2 Invariant mass spectrum of mγγ in H→ γγ decays. . . . . . . . . . . 69

3.3 Transverse mass spectrum forH→WW ∗→ eνµν andH→WW ∗→µνeν

decays for the 0-jet and 1-jet category. . . . . . . . . . . . . . . . . 75

3.4 Exclusion ranges from the combination in July 2012. (a) shows

the excluded signal strength at 95% CL as a function of mH and

(b) shows the CL to exclude a signal strength of µ = 1 as a function

of mH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.5 Local p0 values for the channels (a) H→ZZ∗→ 4`, (b) H→ γγ and

(c) H→WW ∗→ `ν`ν. . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.6 Combination results. . . . . . . . . . . . . . . . . . . . . . . . . . . 80

3.7 Local p0 values for an earlier combination that shows the explicit

tests of the asymptotic equations with pseudo-experiments on a

model with uncertainties on energy scale systematics. . . . . . . . . 81

3.8 Signal strengths measurements in the combination (a) across the

full parameter range and (b) broken down by channel. . . . . . . . . 81

ix



3.9 MultiNest checks on upper limits with 1.1−4.9 fb−1 of integrated

luminosity at
√
s = 7 TeV for (a) individual decay channels and

(b) the combination of those channels. The MultiNest results

and the results from asymptotic calculations are shown. . . . . . . . 82

3.10 Checks using MCMC on the combined upper limit from asymptotic

calculations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3.11 Scan of the (a) p0 values and (b) upper limits across mH hypotheses. 84

4.1 Likelihood contours in the (µ, mH) plane. . . . . . . . . . . . . . . 86

4.2 Comparison of likelihood contours in the (µ,mH) plane with and

without ESS uncertainties [11]. . . . . . . . . . . . . . . . . . . . . 87

4.3 Likelihood contours in (µ,mH) for (a) H→ZZ∗→ 4` and (b) H→ γγ

with and without ESS uncertainties. . . . . . . . . . . . . . . . . . 88

4.4 Likelihood curves in mH for (a) H→ZZ∗→ 4` and (b) H→ γγ. . . 89

4.5 First likelihood curves −2 lnλ(mH) for channels with µ profiled with

(solid) and without (dashed) ESS uncertainties [11]. . . . . . . . . . 89

4.6 H→ZZ∗→ 4` mass measurement [10]. . . . . . . . . . . . . . . . . 91

4.7 Latest combined Higgs boson mass measurement. . . . . . . . . . . 91

4.8 Illustrating the model to test the Higgs mass compatibility between

the H→ γγ and H→ZZ∗→ 4` measurements. The best fit points

in (m4l
H ,m

γγ
H ) are shown for the scenarios with a common signal

strength (gray solid, star) and separate signal strengths µγγ and µ4l

(gray dashed, triangle) [11]. . . . . . . . . . . . . . . . . . . . . . . 92

4.9 Scans of likelihoods along the dashed diagonal in figure 4.8. . . . . . 93

4.10 Latest results of the mass compatibility between the H→ZZ∗→ 4`

channel and the H→ γγ channel. . . . . . . . . . . . . . . . . . . . 94

x



5.1 Likelihood contours for H→ γγ, H→ZZ∗→ 4`, H→WW ∗→ `ν`ν

andH→ ττ in the production times branching ratio planes (µggF+ttH×

B/BSM, µVBF+VH ×B/BSM). . . . . . . . . . . . . . . . . . . . . . . 98

5.2 The ratio of the signal strength for processes dominated by gauge

boson couplings, VBF and VH, over the signal strength for processes

dominated by the top coupling, ggF and ttH. . . . . . . . . . . . . 99

5.3 The ratio of the signal strength for the VBF process over the signal

strength for ggF and ttH while profiling the signal strength for VH.

It shows evidence for VBF production. . . . . . . . . . . . . . . . . 101

5.4 Measurements of the ratios of branching ratios ρ. . . . . . . . . . . 102

5.5 The (κV , κF ) benchmark model. (a) shows likelihood contours for

the combination of all channels and (b) shows contours for the in-

dividual decay channels. . . . . . . . . . . . . . . . . . . . . . . . . 105

5.6 The (κγ, κg) benchmark model. . . . . . . . . . . . . . . . . . . . . 106

5.7 The histograms show the density of samples drawn from the poste-

rior. Contours of the highest probability density intervals with 68%

and 95% of posterior probability are also shown in solid black. . . . 109

5.8 Convergence checks. . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.9 Direct comparison of confidence and credibility intervals. The dis-

tributions obtained by sampling from the posterior are shown in

blue and the profile likelihoods are shown in black. . . . . . . . . . 110

5.10 Profile likelihood scans forH→ γγ, H→ZZ∗→ 4` andH→WW ∗→ `ν`ν

in the plane (σggF+ttH ·BR, σV BF+V H ·BR). . . . . . . . . . . . . . 112

xi



5.11 Simple models. (a) shows the full profile likelihood scan and com-

pares it to a contour with fixed theory uncertainties. (b) shows how

this fixed theory uncertainty contour moves and stretches when that

uncertainty is fixed to a different value. . . . . . . . . . . . . . . . . 113

5.12 Response to variations of nuisance parameters inH→ γγ, H→ZZ∗→ 4`

and H→WW ∗→ `ν`ν. . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.13 Example coupling combinations with nominal and ×1.3 inflated the-

ory uncertainties for (a) a (κγ, κg) model and (b) a (κV , κF ) model.

The dashed lines are contours of a true full likelihood combination

for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

xii



List of Tables

2.1 Production cross sections and decay branching ratios. Uncertainties

correspond to total theoretical systematic uncertainty where QCD

scale and PDF+αS uncertainties are summed linearly. Negligible

cross ections are denoted with “-” [10]. . . . . . . . . . . . . . . . . 28

2.2 Expected number of events for mH = 125GeV and applying the

requirement m4l > 100GeV for the full Run I dataset of 20.7 fb−1

at
√
s = 8 TeV and 4.6 fb−1 at

√
s = 7 TeV [10]. . . . . . . . . . . 36

2.3 Estimated number of Z+jets and tt events. When two uncertainties

are given, the first uncertainty is the statistical component and the

second one the systematic component [10]. . . . . . . . . . . . . . 41

2.4 Effect of ±1σ systematic uncertainty variations on signal yields for

+2 jets and +1 lepton categories [10]. . . . . . . . . . . . . . . . . 50

3.1 Overview of channels entering the combination during the discov-

ery in July 2012 [12]. Some mH ranges are split due to different

optimization applied in each range. . . . . . . . . . . . . . . . . . . 77

xiii



5.1 Overview of channels entering the latest ATLAS combination. All

analyses are updated to the full 2011 and 2012 data set. Analysis

strategies were also updated to increase sensitivity to individual

production modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.1 Expected precision for benchmark coupling parameters per experi-

ment at the LHC for integrated luminosities of 300 fb−1 and 3000 fb−1.

The range is obtained from two assumptions on the systematic and

theory uncertainties [13]. . . . . . . . . . . . . . . . . . . . . . . . . 119

xiv



Chapter 1

Introduction

The Standard Model (SM) of particle physics [14, 15, 16, 17] has been tested by

many experiments and has been shown to successfully describe high energy particle

interactions. It is a gauge theory invariant under SU(3)C × SU(2)L × U(1)Y gauge

transformations, where the SU(2)L×U(1)Y group is associated to the electroweak

interactions. The vacuum state breaks this symmetry leading to the physical elec-

troweak bosons: a massless γ, and the massive Z, W+ and W−. The mechanism for

electroweak symmetry breaking (EWSB) that is realized in nature was unknown

at the beginning of the work for this thesis.

The Higgs mechanism (or Brout-Englert-Higgs mechanism) [18, 19] is a mech-

anism for EWSB but also implies the existence of a new particle, the SM Higgs

boson [20, 21, 22, 23]. It is the only elementary particle of the SM that had not

been observed and was one of the highlights of the LHC [24] physics program.

The mechanism predicts charged and neutral Goldstone bosons and an additional

scalar boson – the Higgs boson – which form a weak doublet. The three Goldstone

bosons become the longitudinal components of the W+, W− and Z0 bosons to give

1



them mass.

The terms in the SM Lagrangian related to the Higgs field are

LHiggs = (DµΦ)†(DµΦ)− V (Φ) (1.1)

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (1.2)

where Φ is the new weak doublet and V (Φ) is the potential term. A finite vacuum

expectation value is created by choosing µ2 < 0 and λ > 0. The gauge boson

masses are generated by expanding the complex doublet Φ with four real degrees

of freedom in terms of small perturbations around the vacuum state giving

Φ u
1√
2




θ2 + iθ1

v + h− iθ3


 (1.3)

where v is the vacuum expectation value, θ1,2,3 are the three Goldstone fields and

h is the Higgs field. The Goldstone fields are coupled to the gauge boson fields

through the covariant derivative in the kinetic term for Φ; see [25] for a pedagogic

derivation.

Φ also couples to the SM fermions through Yukawa interactions and can provide

mass terms for them:

LYukawa = ylijL̄
iΦejR + ydijQ̄

iΦdjR + yuijQ̄
iΦcu

j
R + h.c. (1.4)

where Li and Qi are the ith generation of left-handed lepton and quark SU(2)

doublets and ejR, djR and ujR are the jth generation of right-handed leptons, down-

type and up-type quarks. The interaction strengths ylij, y
d
ij and yuij are directly
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related to the observed masses of the fermions and are fundamental parameters of

the theory.

Before the start of the LHC, precision electroweak results had put on up-

per bound on the Higgs boson mass at mH < 158 GeV at 95% confidence level

(CL) [26]. LEP, the previous collider in the LHC tunnel, had put a lower bound

on the Higgs mass of mH > 114.4 GeV using a direct search [27]. The Tevatron

[28, 29, 30, 31] had also excluded the range 162 to 166 GeV with H→WW ∗ alone.

The Higgs boson mass was the last unknown fundamental parameter of the SM of

particle physics.

The naturalness problem – also called hierarchy problem – refers to the sen-

sitivity of the Higgs boson mass to possible heavy states through higher order

effects [32]. The Higgs boson mass at an energy scale Q depends on the mass

parameter of the scalar potential µ and higher corrections

m2
H(Q) = m2

H(µ) + δm2
H (1.5)

where the corrections are

δm2
H =

∑

F,B

3m2
F,B

8π2
λ2
F,B(−1)2S ln(µ2/Q2) (1.6)

and depend on all fermions and bosons with masses mF,B and intrinsic spin S that

have a coupling λF,B to the Higgs boson.

There are two types of theories, weakly coupled and strongly coupled theories,

that try to address this problem. Supersymmetry (SUSY) is a weakly coupled

approach to the naturalness problem. It introduces a new fermion-boson symmetry

and exploits the sign difference in fermionic and bosonic contributions to δm2
H . If

3



all particles in nature come in fermion-boson pairs with approximately the same

mass, then their contributions cancel.

Addressing the naturalness problem is an important task at the LHC now. It is

important to measure the properties of the newly found particle precisely. Besides

looking for other new particles predicted by theories beyond the Standard Model,

the ATLAS and CMS Higgs groups are looking for deviations in coupling strengths

of the Higgs boson to other particles predicted by the SM and are testing the spin

and C/P structure.

1.1 Higgs bosons at the LHC

At the LHC, Higgs bosons are produced predominantly by the four production

modes shown in figure 1.1 in decreasing order in cross section. The gluon-fusion

(ggF) production mode has the largest cross section at the proton-proton collider.

The hard process does not produce any additional final states apart from the Higgs

boson itself. The theoretical uncertainties in the cross section are large, partly

due to missing calculations for higher orders in QCD. The process is particularly

interesting to study in detail as the cross section for this loop process is sensitive

to new particles predicted by theories beyond the Standard Model.

The second production mode is vector boson fusion (VBF). Two weak bosons

radiate off two initial state quarks and fuse to a Higgs boson. The final state

contains additional quarks that are mostly in the forward regions of the detector.

The LHC also produces a large number of W and Z bosons that can radiate a

Higgs boson if they are created with enough energy. Associated production with

a weak boson (VH) is the third largest production mode and can be identified by

4
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Figure 1.1: Higgs boson production modes at the LHC. Panel (a) shows the leading
order Feynman diagram for gluon-fusion (ggF), (b) for vector boson fusion (VBF),
(c) for associated production with a weak boson (VH) and (d) for associated pro-
duction with top quarks (ttH).

5



 [GeV] HM
80 100 200 300 400 1000

 H
+

X
) 

[p
b]

   
 

→
(p

p 
σ

-210

-110

1

10

210
= 8 TeVs

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

01
2

 H (NNLO+NNLL QCD + NLO EW)

→pp 

 qqH (NNLO QCD + NLO EW)

→pp 

 WH (NNLO QCD + NLO EW)

→
pp 

 ZH (NNLO QCD +NLO EW)

→
pp 

 ttH (NLO QCD)

→pp 

(a)

 [GeV]HM
80 100 120 140 160 180 200

H
ig

g
s
 B

R
 +

 T
o
ta

l 
U

n
c
e
rt

­410

­3
10

­210

­110

1

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

0
1
3

bb

ττ

µµ

cc

gg

γγ γZ

WW

ZZ

(b)

Figure 1.2: Higgs cross sections (a) and branching ratios (b) for various production
modes and final states [1].

the additional W or Z boson in the final state.

Initial state gluons can convert to top quark pairs and a tt pair can fuse to a

Higgs boson. The other two top quarks will be present in the final state in addition

to the Higgs boson. This is the fourth largest production mode.

An overview of the cross sections of the production modes as a function of

the Higgs boson mass mH is shown in figure 1.2. It also shows the branching

ratios of the Higgs boson to many final states. The event rate for a given final

state is related to the product of production cross section and decay branching

ratio. However, to select interesting channels to study, it is important to take the

effect of backgrounds into account. This is done by studying the expected upper

limits on the signal strength. The two quantities, the plain cross section times

branching ratio σ×BR and the expected upper limit, are shown in figure 1.3. The

conclusions from these two plots are quite different. For example, the event rate

for H→ZZ∗→ 4` is small, but it is a statistically powerful channel when taking

into account its clean signal and small background.
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upper limits representing the statistical power of the analysis are shown in (b).

1.2 The ATLAS Detector

ATLAS is one of the two multi-purpose particle detectors at the LHC with the

goal to identify and discover new particles [33].

The LHC is located at the European Council for Nuclear Research, or in French

Conseil Européen pour la Recherche Nucléaire (CERN), in Geneva, Switzerland

which was founded in 1952. At that time, fundamental physics was mostly con-

cerned with the understanding of the interactions inside atoms and therefore the

term “nuclear” [34]. Since the first proton-proton collisions in 2010, the LHC has

been operated at the center of mass energies
√
s of 900 GeV, 7 TeV and 8 TeV. It

is the largest collider in the world with a circumference of 27 km and is currently

shut down for maintenance and upgrades and scheduled to switch back on in 2015

with
√
s = 13 TeV.

The LHC has four collision points at which also the four detectors were built.

The detectors, or experiments, are the specialized b-physics detector LHCb, the

specialized heavy ion detector ALICE and the two general purpose detectors CMS
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Figure 1.4: Overview of the ATLAS detector [2].

and ATLAS. The results presented in this thesis are based on up to 4.8 fb−1 at

√
s = 7 TeV and 21 fb−1 at

√
s = 8 TeV of collision data collected with the

ATLAS detector shown in figure 1.4.

As a general purpose detector, the ATLAS detector must be sensitive to many

particles, namely leptons, hadrons and photons. To measure the kinematics, it

needs a good energy resolution over many orders of magnitude in energy. It also

has to be able to continuously measure collisions at a high-rate over the entire

run time of the LHC. The data of the measured events needs to be filtered, or

“triggered”, and stored. It was not conceivable at the time the design was finalized

to store all data in one location, so the data is distributed in real-time to computing

centers around the world.

The geometry of ATLAS is a system of nested cylinders of different detector

technologies. The central parts of the cylinders are sometimes called “barrels”

and the ends “end caps” or “wheels”. ATLAS is build around one of the collision

points in a cavern approximately 100 m under ground. It has a diameter of about
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25 m, is 46 m long, weighs about 7,000 tonnes and contains about 3,000 km of

electric cable. The state of the detector is read-out with approximately 100 million

electronic channels.

To avoid confusion, there are official ATLAS coordinate systems. The euclidean

coordinate system has the z-axis aligned along the beamline, x points towards

the center of the LHC ring and y points up. The cylindrical coordinate system

conventionally uses φ as its azimuthal angle and θ as the polar angle. However, θ

is rarely used and instead expressed using the pseudorapidity η = − log tan(θ/2).

Pseudorapidity η is similar to rapidity y. To show their similarity and difference,

η and y can be written as

η = − log tan

( |p|+ pL
|p| − pL

)
, y = − log tan

(
E + pL
E − pL

)
. (1.7)

The two variables are equivalent when the energy of the particle is much larger

than its mass which is generally the case at the LHC. When discussing energy and

momentum measurements, the “transverse” direction is of special interest. The

radial direction is what is called “transverse” and “longitudinal” means along the

direction of the beamline. In a proton-proton collision, the constituent quarks and

gluons take part in the hard interaction which carry an unknown fraction of the

proton’s momentum. Therefore, the “longitudinal” component of the initial state

momentum is unknown at hadron colliders.

Starting at the innermost layer moving radially outwards, the following sections

describe the different detector components and their purpose in detail.
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Figure 1.5: Inner detector perspective layout [3].
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1.2.1 Inner Detector

The inner detector consists of the silicon pixel detector, the semiconductor

tracker and the transition radiation tracker as shown in figure 1.5. It tracks the

paths of charged particles. It extends out to a radius of 1.15 m from the beamline

and covers a range of |η| < 2.5 for the silicon detectors and |η| < 2.0 for the

transition radiation tracker. It is embedded in a 2 T solenoidal magnetic field

which bends the paths of charged particles. By measuring the curvatures of the

particle tracks in the inner detector, the electric charges and to some extent the

momenta as well as the location of the interaction vertices can be inferred.

The silicon pixel detector (figure 1.6) is the closest detector to the interaction

point. It is radiation hardened with layers of pixel modules at 5, 10 and 13 cm

away from the beamline and additional modules in the endcap disks [35]. It has

the highest granularity to accurately reconstruct the location of vertices; especially

displaced vertices to detect τs and b-quarks. The ongoing upgrade will substitute

the current beam pipe with a smaller one [36] which will make room for an addi-

tional layer of pixel detectors; the “insertable b-layer”. A single pixel has an area

of 50× 400µm2. The pixel detector alone has 80.4 million readout channels.

The semiconductor tracker (SCT) has four layers in the barrel at 30.0, 37.3,

44.7 and 52.0 cm from the beamline and nine rings of modules in the end-caps

on each side. The silicon strips are 6.4 cm long and 80 µm wide. Pairs of strip

detectors are installed at an angle of 40 mrad between each other to provide 2D

information from two 1D strips. The larger distance from the interaction point

enables the SCT to have higher momentum resolution than the pixel detector.

The SCT has a total of 6.2 million readout channels.

The last layer of the inner detector is the transition radiation tracker (TRT).
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Figure 1.6: Inner detector: Pixel [4].

It covers a large volume with straw tubes that are 4 mm in diameter and up to

144 cm long with a 31 µm tungsten wire as the anode at the center. The inside

of a straw has a 0.2 µm aluminum coating as the cathode. The straws are filled

with Xe (70%), CO2 (27%) and O2 (3%). In the barrel, there are 50,000 straws

parallel to the beam pipe. They are separated in the middle and the two sides are

read out independently at the two ends. The end-caps contain 320,000 radially

oriented straws in 18 wheels on each side giving a total number of 420,000 readouts.

Each readout provides a drift time measurement. The drift time is obtained from

the shape of the measured electron avalanche and is used to improve the spatial

resolution down to 170 µm.

1.2.2 Electromagnetic Calorimeter

The next layer moving radially outwards is the electromagnetic calorimeter.

The barrel covers |η| < 1.475 and the end-caps 1.375 < |η| < 2.5. It consists

of alternating sheets of lead absorbers and liquid argon detector cells in a zig-
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hundreds ns decay time (Tdrift). The drift time in the barrel region of the calorimeter has a
constant value �460 ns. Smaller values in the end-caps reflect gap width decreasing with |�| [4].

Resolution

EM Barrel �E

E = 10%�
E

�
0.7%

EM End-Cap �E

E = 10%�
E

�
0.7%

HEC �E

E = 50%�
E

�
3%

FCAL �E

E = 100%�
E

�
10%

Table 1: Design energy resolutions of the
LAr calorimeters.

The ionization signal shape can be predicted by
modeling of the electronic readout chain. The ion-
ization signal shape is predicted by describing the
signal propagation and the response of the elec-
tronic readout, that are determined or tuned by
the calibration system [4]. A calibration pulse of
precisely known amplitude is injected into each cell
through the same path as seen through the ioniza-
tion pulse so probing the electrical and readout
properties of each cell. Figure 3 illustrates the
agreement of the measured signal shape and the
predicted one. The di�erence is less than 4% [5].
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Figure 3: Typical ionization pulse shape in the
EM barrel.

Figure 4: Electronic noise at cell level as a
function of |�| for each longitudinal layer of
the calorimeter.

The individual cell energy is reconstructed from the digitized signal according to the formula:

Ecell = FµA�MeV � FDAC�µA �
�

Mphys

Mcali

��1

� G � A , (1)

where A is the amplitude in ADC counts, G represents the gain,
Mphys

Mcali
is a correction for the

di�erence of the maxima between the injected and the ionization pulses, FDAC�µA converts
current in DAC units to µA and FµA�MeV converts current to energy.

Pedestal, gains and noise are parameters used in the energy reconstruction. Their determi-
nation is very important since they a�ect signal to background ratio and energy resolution.

Pedestal is obtained from runs taken without any beam or calibration pulse injection. Av-
erage pedestal is computed for each cell in every run. Gains are obtained from calibration runs.
In these runs, a set of fixed current DAC is injected into each cell N times, in which M�N
events are triggered, sampled and digitized. Average response of the M events for each sample
is calculated and used to reconstruct the maximum amplitude of the pulse. Gains are obtained
by fitting the maximum amplitude as a function of DAC. Stability of the pedestal and gain

2 PLHC2010

PERFORMANCE OF THE ATLAS LIQUID ARGON CALORIMETER

PLHC2010 407

Figure 1.7: Liquid argon pulse shape [5].

zag pattern. Liquid argon was chosen for radiation hardness, speed and signal

linearity and must be cooled down to 88 K. The cryostat that is responsible for

the cooling also contains the solenoid magnet to reduce the amount of upstream

material. The purpose of the lead absorbers is to induce showers of secondary

particles which then ionize the liquid argon. By applying a high voltage of 2 kV,

the detector cells measure a current of freed electrons as shown in figure 1.7 from

which the shower shape and total deposited energy is inferred. Heavier charged

particles like muons and pions have longer interaction lengths than electrons and

photons and loose only little energy in the electromagnetic calorimeter.

Inside the coverage of the electromagnetic calorimeter at every value in (η, φ),

there are 3− 4 layers with cells. The first layer, the presampler, consists of strips

with a fine granularity in (∆η,∆φ) of (0.0031, 0.098). This fine granularity helps

to detect the subtle differences in the showers for example from two photons versus
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a single π0 which also decays to two photons in a small cone. The presampler is

special in the sense that it does not contain lead absorbers. It corrects for the

energy lost in the inner detector, magnet and cryostat. The end-caps have less

upstream material and do not require a presampler. In total, the electromagnetic

calorimeter has 182,468 readout channels.

1.2.3 Hadronic Calorimeter

The LHC collides hadrons which does produce a large number of QCD processes

and therefore it is important to measure jets well. The general idea is to induce

hadronic showers with a dense material and measure the deposited energy in the

active material.

The hadronic calorimeter consists of three subsystems. The tile hadronic

calorimeter in the barrel and two extended barrels that cover |η| < 1.7 [33], the

hadronic end cap (HEC) calorimeter with |η| < 3.2 and the forward calorimeter

(FCAL) with 3.2 < |η| < 4.9.

In the barrel, the hadronic calorimeter uses steel as the absorber material and

plastic scintillators as the active sampling material. The absorber and active layers

have a thickness of 14 mm and 3 mm respectively. Its purpose is to measure central

jets. It is 2.28 m to 4.25 m away from the interaction point. The barrel covers

the pseudorapidity range |η| < 1.0 and the two extended barrel calorimeters 0.8 <

|η| < 1.7. The scintillating tile elements are read out using optical cables that are

then connected to photomultiplier tubes. The hadronic thickness is 9.2 radiation

lengths which should contain most jets and minimize “punch through” to the muon

system.
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Figure 1.8: Barrel toroid magnets [6].

1.2.4 Muon Spectrometer

The muon spectrometer is ATLAS’s outermost layer of tracking chambers. It

was designed to detect muons with energies of about 1 TeV at a high rate and

good energy resolution. The muon system is inside an 8 T toroidal magnetic field

that is produced by large barrel magnets at |η| < 1.0 shown in figure 1.8 and

smaller end-cap magnets at 1.4 < |η| < 2.7. The muon system employs various

detector technologies where some are used to obtain fast signals for triggering like

the Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) and some

are for obtaining precise measurements like the Monitored Drift Tubes (MDTs)

and Cathode Strip Chambers (CSC).

The barrel contains three layers at 5, 7.5 and 10 m radial distance and inside

|η| < 1 of MDTs and RPCs. The end-caps at 7, 10, 14 and 21-23 m in 1 < |η| < 2.7

are MDTs, CSCs and TGCs. An overview schematic highlighting the muon system
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is shown in figure 1.9. The positions of all chambers are actively monitored by

alignment rays.

Having summarized all the detector components in the previous subsection, a

schematic of logically inferring particle identities from detection or non-detection

in various detector components is shown in figure 1.10.

1.3 The Trigger and Data Acquisition

Given today’s technologies and the available resources, it is impossible to record

and store all events. Even if it were possible, the majority of the events at the

LHC correspond to processes that are considered uninteresting today. The LHC

produces up to 40 million collisions per second which corresponds to 60 terabytes

of data per second assuming 1.6 megabytes of RAW event size. The system that

selects the interesting events from the uninteresting events is called the Trigger. It

reduces the stream of events to a few hundred events per second. It is separated

into three levels called the L1, L2 and EF. L1 uses dedicated microcontrollers and

digital signal processors to process up to 40 million events per second and has

an average output rate of 75,000 events per second. L2 takes the events from L1

and processes it on a farm of computers that are part of the High Level Trigger

(HLT). Given the reduced event rate from L1, the L2 algorithms have more time

and are more sophisticated in making a decision before they have to process the

next event. However, the data rate is still so high that most L2 algorithms can

only look at a part of the detector, the region of interest, to make a decision about

this particular energy deposit. On average in the 2010 data taking period, L2

algorithms took 50 ms to make a decision. The output rate of L2 is about 3,000
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Fig. 1. Schematic view of the muon spectrometer in the x-y (top) and z-y (bottom) projections. Inner, Middle and Outer
chamber stations are denoted BI, BM, BO in the barrel and EI, EM, EO in the end-cap.Figure 1.9: Muon system schematic [7].
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Figure 1.10: Particle identification [8].
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3

of two scintillator wheels with 32 counters mounted in
front of the calorimeter end-caps, cover 2.1 < |h | < 3.8.

When operating at the design luminosity of 1034 cm�2s�1

the LHC will have a 40 MHz bunch crossing rate, with an
average of 25 interactions per bunch crossing. The purpose
of the trigger system is to reduce this input rate to an out-
put rate of about 200 Hz for recording and offline process-
ing. This limit, corresponding to an average data rate of
⇠300 MB/s, is determined by the computing resources for
offline storage and processing of the data. It is possible to
record data at significantly higher rates for short periods of
time. For example, during 2010 running there were physics
benefits from running the trigger system with output rates of
up to ⇠600 Hz. During runs with instantaneous luminosity
⇠ 1032 cm�2s�1, the average event size was ⇠1.3 MB.

Fig. 2 Schematic of the ATLAS trigger system

A schematic diagram of the ATLAS trigger system is
shown in Fig. 2. Detector signals are stored in front-end
pipelines pending a decision from the L1 trigger system. In
order to achieve a latency of less than 2.5 µs, the L1 trig-
ger system is implemented in fast custom electronics. The
L1 trigger system is designed to reduce the rate to a maxi-
mum of 75 kHz. In 2010 running, the maximum L1 rate did
not exceed 30 kHz. In addition to performing the first selec-
tion step, the L1 triggers identify Regions of Interest (RoIs)
within the detector to be investigated by the HLT.

The HLT consists of farms of commodity processors con-
nected by fast dedicated networks (Gigabit and 10 Gigabit
Ethernet). During 2010 running, the HLT processing farm
consisted of about 800 nodes configurable as either L2 or EF
and 300 dedicated EF nodes. Each node consisted of eight
processor cores, the majority with a 2.4 GHz clock speed.
The system is designed to expand to about 500 L2 nodes

and 1800 EF nodes for running at LHC design luminosity.
When an event is accepted by the L1 trigger (referred to as
an L1 accept), data from each detector are transferred to the
detector-specific Readout Buffers (ROB) , which store the
event in fragments pending the L2 decision. One or more
ROBs are grouped into Readout Systems (ROS) which are
connected to the HLT networks. The L2 selection is based on
fast custom algorithms processing partial event data within
the RoIs identified by L1. The L2 processors request data
from the ROS corresponding to detector elements inside each
RoI, reducing the amount of data to be transferred and pro-
cessed in L2 to 2–6% of the total data volume. The L2 trig-
gers reduce the rate to ⇠3 kHz with an average processing
time of ⇠40 ms/event. Any event with an L2 processing time
exceeding 5 s is recorded as a timeout event. During runs
with instantaneous luminosity ⇠ 1032 cm�2s�1, the average
processing time of L2 was ⇠50 ms/event (Section 7).

The Event Builder assembles all event fragments from
the ROBs for events accepted by L2, providing full event
information to the EF. The EF is mostly based on offline
algorithms invoked from custom interfaces for running in
the trigger system. The EF is designed to reduce the rate to
⇠200 Hz with an average processing time of ⇠4 s/event.
Any event with an EF processing time exceeding 180 s is
recorded as a timeout event. During runs with instantaneous
luminosity ⇠ 1032 cm�2s�1, the average processing time of
EF was ⇠0.4 s/event (Section 7).

Fig. 3 Electron trigger chain

Data for events selected by the trigger system are written
to inclusive data streams based on the trigger type. There are
four primary physics streams, Egamma, Muons, JetTauEt-

1The HLT b-jet trigger requires a jet trigger at L1, see Section 6.7.

Figure 1.11: ATLAS Trigger and data acquisition schematic [9].

events per second which are fed to the EF, the Event Filer. The Event Filter is

also part of the HLT computer farm. An algorithm that runs at EF level has up

to three minutes to make a decision and has access to data from the full detector.

In 2010, EF algorithms took on average 0.4 seconds to run. The output rate of EF

has increased over time and is now at about 400 events per second [9].

Depending on the type of algorithm that labeled an event to be interesting,

events are sorted into three streams which are the Egamma stream that contains

events with electromagnetic clusters, the Muon stream which is mostly based on in-

teresting signals from the muon spectrometer and the JetTauEtMiss stream with

jet and tau candidates, total energy, missing energy and missing energy signifi-

cance.
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1.4 Data Sample

ATLAS has recorded 4.6 fb−1 at
√
s = 7 TeV of good data in 2011 and 20.3 fb−1

at
√
s = 8 TeV in 2012. In 2012 the mean number of interactions per bunch

crossing (“pile-up”) was higher than in 2011. Both in 2011 and in 2012, the data

taking efficiency was 93.5%. ATLAS data taking is summarized in figure 1.12.

The increased pile-up in 2012 posed a particular challenge to the trigger system.

It is especially difficult for the missing transverse energy trigger to discriminate be-

tween real missing transverse energy /ET and energy imbalances in the calorimeter

due to the high activity due to pile-up. It also impacted analyses with neutrinos

in the final state that rely on precise /ET determinations, like H→WW ∗→ `ν`ν.

1.5 Statistical Modeling

Statistical modeling and procedures are especially well described in [37]. Fur-

ther information can be found in [38, 39, 40, 41].

The recommended methods at the LHC for testing the validity of a hypothesis

are based on frequentist p-values. They quantify the agreement of the observed

data with a given hypothesis. All tests and limit setting procedures use the profile

likelihood ratio test statistic.

The model and likelihood functions are built in the following way. The observed

data set Dcom corresponds to observations in the current experiment. Another

observed data set from previous experiments and previous studies in ATLAS is G,

the global observables. It is important to separate these two types of observed data

to define ensembles of possible outcomes of the current measurement properly.

As discussed in the previous sections in detail, the statistical model for a search
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Figure 1.12: Integrated luminosity for 2011 and 2012 data taking is shown in (a)
next to the mean number of interaction per bunch crossing in (b). The data taking
efficiency for the two years is shown in (c) and (d).
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channel c depends on its event selection. This selection procedure will pick up

events from various sources and might be tuned to produce particularly strong

features in a discriminating variable x like transverse mass or invariant mass. The

probability density function (pdf) for x is f(x|α) whereα is the set of parameters of

interest and nuisance parameters. The predicted number of events is denoted with

ν which is a function of α. The observed data in this channel is D = {x1, . . . , xn}

with n observed events. The probability model that is applicable here is an un-

binned extended likelihood which is also called a marked Poisson model and is

given by

f(D|α) = Pois(n|ν(α))
n∏

e=1

f(xe|α) . (1.8)

In each channel, there are several processes for signal and background that sum

incoherently which means that the total expected number of events is the sum of

the expected number of events from each process. The total shape is the weighted

sum of each process’s shape. Combining the search channels’ data and models

results in the combined model

fcom({D1, . . . ,Dcmax}|α) =
cmax∏

c=1

{
Pois(nc|νc(α))

nc∏

e=1

fc(xce|α)

}
(1.9)

where xce is the observed value from event e in channel c, which comes from data

set Dc.

Parametrization: The two hypotheses that are compared against each other

are the background-only hypothesis and signal+background hypothesis, where the

signal is the SM Higgs boson. It is convenient for many statistical methods, but

also a good tool that provides further insight into the observed data, to connect

these two hypotheses by a signal strength scale factor µ and build a single model
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where µ = 0 corresponds to the background-only hypothesis and µ = 1 corresponds

to the signal+background hypothesis. In this setting, it is convenient to use an

explicit breakdown of α which is {µ,mH ,θ} where θ are all nuisance parameters.

Incorporating Results from Previous Measurements: The nuisance pa-

rameters θ represent a wide range of effects that change the model for the Higgs

search. For example, they represent a systematic uncertainty associated with our

knowledge about the energy scale of certain detector elements. The measurements

done for the Higgs searches are not tuned to measure these quantities precisely

and are relying on measurements from performance groups in ATLAS. The per-

formance groups’ measurement is an auxiliary measurement for the Higgs search

and their measured data Daux and model are written as

faux(Daux|αp,αother) (1.10)

where αp is the nuisance parameter associated with the systematic uncertainty this

auxiliary measurement was intended to constrain. This entire model and data set

for this auxiliary measurement is in practice approximated by a Gaussian that is

independent of αother and given by

fp(ap|αp, σp) (1.11)

where ap is a Global Observable and σp is the width of the Gaussian. Other

approximate shapes are possible and used as well, like log-normal distributions.

This simplified form of a model to measure αp is called constraint term.

The total model for the current measurement of the Higgs signal and previous
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measurements of nuisance parameters is

ftot(Dcom,G|α) =
cmax∏

c=1

{
Pois(nc|νc(α))

nc∏

e=1

fc(xce|α)

}
·
∏

p

fp(ap|αp, σp) . (1.12)

The response of a model due to changing nuisance parameters might change

the yield, but also the shape of the model in a non-linear way. For models based on

histograms filled using MC simulations, the parametric pdf f(x|α) is constructed

from an interpolation between shapes generated for αp = {ap − σp, ap, ap + σp}. A

common choice for the interpolation algorithm is a piecewise function with a sixth-

order polynomial with coefficients chosen such that the absolute values match at

{ap − σp, ap, ap + σp} and additionally that the first and second derivatives match

the extrapolation at ap − σp and ap + σp.

The likelihood function corresponding to this model is

L(µ,θ) = ftot(Dcom,G|µ,mH ,θ) (1.13)

where the dependence on data is implicit. At the time of the Higgs boson discovery,

all models were based on a fixed mH hypothesis which is also implicit in this

notation for the likelihood.
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Chapter 2

H→ZZ∗→ 4` Analysis

The scenario where the Higgs boson decays to two Z bosons which subsequently

decay to pairs of electrons or muons, H→ZZ∗→ 4`, is called the golden channel.

The final state of four leptons is fully reconstructed and therefore this channel is

expected to have a good Higgs boson mass resolution. The branching ratio of a

SM Higgs boson decaying to two Z bosons is small and the branching ratio of a Z

boson decaying leptonically is also small. However, the expected number of events

from other processes producing four leptons in the final state is equally small which

leads to a favorable signal over background ratio.

The latest ATLAS publications use the notation H→ZZ∗→ 4`, where it is

indicated that one of the Z bosons is off-shell and implying that the other Z boson

is on-shell. In the signal, this configuration is likely, but also the scenario with both

Z bosons off-shell is included, but the clumsy notation Z(∗)Z∗ is conventionally

avoided. For the SM ZZ background, the most likely configuration depends on

the four-lepton invariant mass, so the notation SM ZZ is used here instead of

SM (Z(∗)/γ∗)(Z(∗)/γ∗). Similarly for the 4l final state, the more accurate, but
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probably confusing notation of l±l∓l′±l′∓ with l, l′ ∈ {e, µ} is avoided.

During my PhD program, I contributed significant tools and analyses to the

study of this channel in ATLAS. Sections 2.1, 2.2 and 2.4 are included to present

a complete picture of the H→ZZ∗→ 4` analysis in ATLAS. Before the discovery,

I was involved in studying background contributions from “fake” lepton sources

(section 2.3) and the signal strength. During the discovery phase, I contributed to

the simultaneous analyses of signal strength and Higgs boson mass and then im-

plemented a new signal for the probabilistic model with particularly good features

for property and mass measurements which is discussed in section 2.5.

This chapter is based on the conference notes [42, 43, 10] and the internal

notes [44, 45, 46, 47, 48].

2.1 Simulation

Both signal and background events are fully simulated in Geant4 [49] using a

detailed model of the ATLAS detector [50]. Additional activity from pile-up is in-

cluded in the simulation. MC samples are produced with an expected distribution

of the mean number of interactions per bunch crossing that is later reweighted to

the observed distribution in data.

2.1.1 Simulating Signal

The signal of a Higgs boson decaying to two Z bosons which each decay to two

oppositely charged and same flavor leptons is produced using the Powheg Monte

Carlo (MC) event generator [51, 52]. It uses matrix elements for gluon fusion (ggF)

and vector boson fusion (VBF) up to next-to-leading order (NLO).
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The pT spectrum for ggF is modeled according to [53] with QCD corrections up

to NLO and QCD soft-gluon resummations up to next-to-next-to-leading logarithm

(NNLL). Finite quark masses are taken into account [54]. The pT reweighting of

simulated events is done for 2011 simulations, but included before the simulations

for 2012. Showering and hadronization is done using Pythia [55, 56]. Possible

QED radiative corrections in final states are accounted for with Photos [57, 58].

Pythia is used for generating VH and ttH processes.

The production cross sections and decay branching ratios are taken from [59,

60]. The ggF cross sections are calculated up to NLO [61, 62, 63] and next-to-

next-to-leading order (NNLO) [64, 65, 66] in QCD, and NNLL [67], including

NLO electroweak radiative corrections [68, 69]. Results are shown in [70, 71, 72]

assuming factorization of QCD and EW corrections. For VBF production, full

NLO QCD and EW calculations are given in [73, 74, 75], NLO calculations are

available for VH [76], with NNLO in QCD [77] and NLO EW radiative corrections

[78]. Cross section calculations at NLO QCD for ttH are available from [79, 80,

81, 82].

Decay branching ratios are given in [83] using Prophecy4f [84, 85], which in-

cludes NLO QCD and EW corrections and interference between identical final-state

fermions. An overview of the used production cross sections and decay branching

ratios is shown in table 2.1.

Uncertainties associated with theoretical calculations are given in [1]. QCD

scale uncertainties for mH= 125 GeV are +7%
−8% for the ggF process, ±1−2% for VBF

and VH and +4
−9% for ttH. The uncertainties arising from incomplete knowledge

of parton distribution functions (PDFs) and the strong coupling constant αS are

added linearly. For gluon initiated processes, the uncertainty in PDF+αS is ±8%
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and ±4% for quark initiated process. These values are estimated using [86], and

by using CTEQ [87], MSTW [88], NNPDF [89]. The heavy Higgs line shape in ggF

and VBF uses the complex-pole-scheme CPS [90] and has an uncertainty estimated

using [91].

2.1.2 Simulating Background

The Standard Model ZZ background is generated with Powheg for the quark-

antiquark initial state and gg2ZZ [92] for the gluon-gluon initial state, and normal-

ized to MCFM [93]. The ZZ∗qq′ background is modeled with Sherpa [94]. The

QCD scale uncertainty for these backgrounds is ±5%. The PDF+αS uncertain-

ties are ±4% for quark-initiated and ±8% for gluon-initiated backgrounds. Shape

uncertainties are based on the prescription in [60].

Tauola is used for simulating tau decays [95, 96]. Z + jets events are gen-

erated with Alpgen [97] and normalized using control samples from data. They

include Zcc̄ and Zbb̄ with the massless c-quark approximation and finite b-quark

mass. The MLM matching scheme [98] is used to remove double counting from

matrix element and parton shower jets, but not used for b-jets. bb̄ pairs with sepa-

ration ∆R =
√

(∆φ)2 + (∆η)2 > 0.4 between b-quarks are taken from the matrix

element calculation and from parton showers otherwise. For comparison, cross

sections from QCD NNLO FEWZ [99, 100] (inclusive Z) and MCFM (Zbb̄) are

used. The tt background is generated with MC@NLO [101] and normalized to

the approximate NNLO calculation from Hathor [102]. The effect of the QCD

scale uncertainty is +4
−9% and of PDF+αS is ±7%. In the tool chain, Alpgen and

MC@NLO are interfaced to Herwig [103] and Jimmy [104] for the generation

of the underlying event. The WZ background in the control regions is generated
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with Pythia [105, 106].

2.2 Analysis Overview

One of the most basic quality requirements on the recorded data is that all

relevant detector components had to be working properly. The integrated lumi-

nosity is 4.6 fb−1 at a center of mass energy of
√
s = 7 TeV and 20.7 fb−1 for

√
s = 8 TeV.

2.2.1 Event Selection

The event selection for the H→ZZ∗→ 4` analysis uses single-lepton and di-

lepton triggers. For 2012 data taking at
√
s = 8 TeV, a single-muon trigger with

pT > 24 GeV, a single-electron trigger with ET > 25 GeV, a di-muon trigger with

(13, 13) or (18, 8) GeV thresholds in pT for the (leading, sub-leading) muons, a

di-electron trigger with (12, 12) GeV thresholds in ET and electron-muon triggers

with (12, 8) GeV and (24, 8) GeV thresholds for the (electron, muon) transverse

energy and momentum were used where different electron identification require-

ments are applied in the two electron-muon triggers. In 2011, the LHC center of

mass energy was
√
s = 7 TeV and ATLAS ran a different menu of triggers. This

analysis used the single-muon trigger with a pT > 18 GeV requirement, the single-

electron trigger with ET > 20 − 22 GeV depending on the specific data taking

period, a di-muon trigger with (10, 10) GeV thresholds, a di-electron trigger with

(12, 12) GeV thresholds and an electron-muon trigger with a 10 GeV transverse

energy requirement on the electron and a 6 GeV transverse momentum require-

ment on the muon. Overall, the efficiency for the trigger part was > 97% for events
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with muons and ∼ 100% for events with four electrons.

Electron candidates are selected from clusters of energy in the electromagnetic

calorimeter with corresponding tracks in the inner detector [107]. A Gaussian

Sum Filter (GSF) algorithm [108] is used to account for energy losses due to

bremsstrahlung. This improves the electron direction and impact parameter reso-

lution. Clusters have to match longitudinal and transverse shower profiles expected

from the inner detector track. The transverse momentum is computed from the

cluster energy and track direction at the interaction point.

Muon candidates have to have matched inner detector tracks with complete or

partial tracks in the muon spectrometer [109]. If a complete track from the inner

detector and muon spectrometer is available, the momentum measurements are

combined from the two components, but otherwise the momentum as measured

in the inner detector is used. The η coverage for muons is extended by using

the forward region of the muon spectrometer (2.5 < |η| < 2.7) which is outside

the coverage of the inner detector. In the center (|η| < 0.1) which lacks muon

spectrometer coverage, inner detector tracks with pT > 15 GeV are identified as

muons if calorimeter energies are consistent with a minimally ionizing particle.

However, only one muon per event is allowed to be reconstructed by only the

muon spectrometer or only the calorimeter deposits.

A Higgs candidate in this analysis consists of two same-flavor lepton pairs where

in each pair the leptons have opposite charge. This is also called a quadruplet here,

and is consistent with the four leptons coming from two Z bosons.

Further requirements in the analysis are the impact parameters of the leptons

have to be less than 10 mm from the primary vertex in the transverse plane with

respect to the beamline, except for forward muons without inner detector track
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where no impact parameter is calculated. The primary vertex is the vertex with

the highest
∑
p2

T and > 3 tracks. Selected electrons have to have ET > 7 GeV

and |η| < 2.47. Selected muons are required to have pT > 6 GeV and |η| < 2.7.

In addition, the highest pT lepton must have pT > 20 GeV, the second one pT >

15 GeV and the third pT > 10 GeV. Also, leptons must be separated by ∆R > 0.1

for same flavor, and ∆R > 0.2 for opposite flavor leptons. At least one of the

leptons in a quadruplet must be matched to a trigger object associated with a

trigger that fired for this event.

It is possible to have multiple quadruplets in one event at this stage. To avoid

double counting, this has to be resolved. The lepton pair with an invariant mass

closest to the Z boson mass is referred to as the leading di-lepton pair with mass

m12. The event selection requires 50 GeV < m12 < 106 GeV. Only quadruplets

with the leading pair closest to the Z boson mass are kept. For events with more

than four leptons, multiple quadruplets with different sub-leading lepton pairs are

still possible. The invariant masses of sub-leading lepton pairs are denoted by m34.

In the selection, mmin < m34 < 115 GeV with mmin = 12 GeV for m4l < 140 GeV

which increases linearly to 50 GeV at m4l = 190 GeV and stays at 50 GeV above

m4l = 190 GeV. Z bosons corresponding to leading (sub-leading) pairs are labeled

Z1 (Z2). All same-flavor, opposite-charge combinations of leptons in a quadruplet

must have mll > 5 GeV to remove J/ψ → ll events. Finally, if more than one

quadruplet remains, the one with m34 closest to the Z boson mass is selected.

The selected quadruplets are sorted into four categories: 4e, 2e2µ, 2µ2e, 4µ

which are ordered by the flavor of the leading di-lepton pair.

To reduce Z + jets and tt backgrounds, the impact parameter significance

|d0|/σd0 must be lower than 3.5 for muons and 6.5 for electrons.
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The normalized track isolation discriminant is used to require the event to be

reasonably clean. It is defined as the sum of transverse momenta of tracks,
∑
pT,

inside a cone of ∆R < 0.2 around a lepton excluding the lepton track divided by the

lepton ET. All tracks must come from the primary vertex and satisfy the following

quality requirements. For muons, four hits in pixel and silicon strip detectors

and a pT > 1 GeV is required. For electrons measured in 2012, nine silicon hits

(one in the innermost layer) and a pT > 0.4 GeV is required. Seven silicon hits

(one in innermost layer) and a pT > 1 GeV is required for 2011 electrons. All

leptons must have a normalized track isolation of < 0.15. The name is a misnomer

as the discriminant’s value shows “activity”, but it can be used for an isolation

requirement when requiring the discriminant to be small.

Similar to the normalized isolation requirement on tracks in the inner detec-

tor, there is a normalized calorimetric isolation. For 2012 electrons, the sum of

the positive-energy topological clusters [110] in the electromagnetic and hadronic

calorimeter with a reconstructed barycenter falling in a cone of ∆R < 0.2 around

the candidate electron cluster, divided by the electron ET is required to be less

than 0.2. The cells with ∆η = 0.125 and ∆φ = 0.175 around the electron barycen-

ter are excluded from this calculation as they represent the “core” of the measured

electron. The topological clustering algorithm suppresses noise by removing cells

without a significant energy deposit in the cell itself or its neighboring cells. There

is also “ambient energy” from pile-up and the underlying event. This energy is

estimated and subtracted by averaging over the transverse energy density from low-

pT jets. Averaging is done over azimuth in two η regions. For 2011, the calorimeter

isolation of electrons is cell-based instead of based on topological clusters in the

electromagnetic and hadronic calorimeters and a value of less than 0.3 is required.
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For muons, the normalized calorimetric isolation discriminant is defined as the

sum of the calorimeter cells,
∑
ET, above 3.4 times the average noise fluctuation

inside a cone of ∆R < 0.2 around the muon direction, divided by the muon pT.

This value has to be smaller than 0.3, and smaller than 0.15 in the case of muons

without an inner detector track. In all cases, contributions to pT and ET from

other leptons of the quadruplet are subtracted.

Final State Radiation (FSR) is the emission of a photon from a final state

lepton. It is simulated in MC. When modeling the invariant mass of the leptons

to reconstruct the mass of the parent particle, the emitted photon should also be

included, which is called FSR correction. This is done to improve the invariant

mass resolution of the four-lepton system which in turn improves the Higgs mass

measurement. The FSR correction for di-muon Z1 candidates is only applied when

66 GeV < m12 < 89 GeV and the corrected m12 is less than 106 GeV. It adds

photons with ET > 1 GeV in a cone of ∆R < 0.08 to 0.15 depending on the

photon ET to the muon. This recovers 70% of FSR photons within a fiducial

region. About 85% of the corrected events have a true FSR photon. The other

photon sources are pile-up and muon ionization.

The selection efficiency for the 2012 analysis and mH = 125 GeV is 39% (4µ),

26% (2e2µ/2µ2e) and 19% (4e) and for 2011 it is 39% (4µ), 21% (2e2µ/2µ2e) and

15% (4e).

Furthermore, the Z boson mass constraint improves the m4l resolution. It is

only applied to the leading di-lepton pair when m4l < 190 GeV and to both pairs

for m4l > 190 GeV.
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2.2.2 Additional Jet and Lepton Selection

The latest H→ZZ∗→ 4` analyses in ATLAS include a special selection on

addition jets and leptons. The purpose is to obtain a handle on the production

modes of the Higgs boson by having analysis categories with enhancements to

certain production modes. This is then used to separately measure ggF, VBF and

VH production cross sections. The categories are the four previously discussed

categories by final state that are collectively called “main” and two additional

categories “+2 jets” and “+1 lepton”.

+2 jets category: The selection for this category requires two additional high

pT jets with large rapidity separation. Topological clusters are used with the anti-

kt algorithm [111] and cone size R = 0.4 to identify jets. Jets within the inner

detector acceptance (|η| < 2.47) are required to have > 50% of
∑ |ptracksT | originate

from the primary vertex to suppress pile-up. Jets are required to have pT > 25 GeV

when they are inside |η| < 2.5 and pT > 30 GeV in the region 2.5 < |η| < 4.5.

Once all jets are identified, a ∆η > 3 and minv > 350 GeV is required for the

highest pT jets.

+1 lepton category: Events that fail the “+2 jets category” requirements

are considered for the “+1 lepton category”. For this category, the event needs to

contain an extra electron or muon with pT > 8 GeV and other lepton requirements

as in the main selection.

main categories: Events that fail both the “+2 jets” and “+1 lepton” cate-

gory requirements are placed in one of the four main categories.

The expected number of events after this categorization are shown in table 2.2.
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category ggF, ttH VBF VH ZZ

√
s = 8 TeV

main 13.5 0.79 0.65 320.4

+2 jets 0.28 0.43 0.01 3.58

+1 lepton 0.06 - 0.14 0.29

√
s = 7 TeV

main 2.20 0.14 0.11 57.7

+2 jets 0.03 0.06 - 0.44

+1 lepton 0.01 - 0.03 0.25

Table 2.2: Expected number of events for mH = 125 GeV and applying the re-
quirement m4l > 100 GeV for the full Run I dataset of 20.7 fb−1 at

√
s = 8 TeV

and 4.6 fb−1 at
√
s = 7 TeV [10].

2.2.3 Background Estimation

The irreducible SM ZZ background is obtained from MC simulations and nor-

malized to theoretical cross section calculations. Data driven methods are used for

the reducible backgrounds that are Z + jets and tt. Different approaches are used

depending on the flavor of the subleading lepton pair.

Subleading Di-Muon Pair: Standard Model backgrounds come from tt pro-

cesses and Z+jets where Z+jets includes a heavy quark Zbb̄ component and π/K

in-flight decays. Two control regions are used. Control region (1) has an enhanced

Zbb̄ component but π/K in-flight decays are suppressed and control region (2) has

both components enhanced.

Control region (1) is similar to the signal region, but the isolation requirement is

removed from the subleading pair selection. It is required that one of the subleading

leptons fails the impact parameter significance requirement which suppresses ZZ

but enhances tt and Zbb̄ in this control region. The control region is visualized in
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figure 2.1. In m12, the tt component is flat and fitted to a second order Chebyshev

polynomial whereas the Z+jets component is peaked and fitted to a Breit-Wigner

convoluted with a Crystal-Ball function. Zbb̄ MC is used to derive a transfer factor

from the number of events in the control region to the number of events in the signal

region. In turn, the accuracy of the MC to obtain this transfer factor has been

verified with data using another control region (3) that only requires a Z boson and

exactly one extra muon. The extra muon has to satisfy the same requirements as

a muon in the leading pair. An uncertainty of ±10% is assigned to this procedure

of obtaining the transfer factor. This uncertainty is obtained from the difference

between the MC based estimate and the control region (3) estimate.

Control region (2) is similar to control region (1) but instead of requiring that a

subleading lepton fails the impact parameter significance requirement, it is required

that one of the subleading leptons fails the track isolation requirement. This

enhances Zbb̄ and tt and removes much of ZZ as in control region (1), but also

enhances π/K in-flight decays. The combination of control region (1) and (2) is

used to estimate the π/K in-flight decay contribution to Z + jets and amounts to

about 20%.

Subleading Di-Electron Pair: There are various sources for what is called

an electron at reconstruction level. There are true isolated electrons, electrons

from heavy flavor decays, electrons from photon conversions and light jets mis-

reconstructed as electrons. We have four methods to estimate the ll+ee back-

ground. Each of them has a control region and a transfer factor for each component

to map from the control to the signal region.

For the first method, the control region has relaxed electron selection criteria

for the sub-leading pair, so the events in the signal region are a subset of the events
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Figure 2: Distribution of m12, for
p

s = 8 TeV, in the control region where the isolation requirements are
not applied to the two sub-leading muons, and at least one of these muons is required to fail the impact
parameter significance requirement. The fit used to obtain the yields for tt̄ and Z + jets is presented in (a)
for 4µ and in (b) for 2e2µ. The MC expectations are given for ZZ, tt̄, WZ and Z + jets, with the Z + jets
expectation rescaled by the fit to the data.

the Zbb̄ MC. The MC description of the selection e�ciency has been verified with data using a control
region obtained by requiring a Z boson and exactly one extra muon. This Z boson is selected using
the leading di-lepton requirements of this analysis for the two highest pT same-flavour opposite sign
leptons. The systematic uncertainties on the extrapolation factors of around 10% are obtained from the
comparison of the MC to this Z+µ control sample. They are used to estimate the systematic uncertainties
on the number of background events in the signal region.

Replacing the above requirement on the impact parameter with a corresponding one on the track
isolation enhances the Zbb̄ and tt̄ backgrounds, still removes the ZZ(⇤) component and also preserves a
possible ⇡/K in-flight decay background. The residual number of events from a Z boson mass fit after
removing the re-scaled Zbb̄ MC estimate previously obtained is interpreted as the ⇡/K in-flight decay
contribution. The ⇡/K in-flight decay contributes around 20% to the Z + jets background estimate given
in Table 3.

The tt̄ background is cross-checked using a control region defined by selecting events with an e±µ⌥

di-lepton pair with an invariant mass between 50 and 106 GeV, accompanied by an opposite sign di-
muon satisfying the m34 selection. Events with a Z boson candidate decaying to a pair of electrons or
muons in this mass range are excluded. Isolation and impact parameter requirements are applied only to
the leptons of the eµ pair. This gives an estimate consistent to the one described previously with the m12
fit method.

4.3.2 `` + ee background

A sample of reconstruction-level objects identified as electron candidates will contain true isolated elec-
trons, electrons from heavy flavour semi-leptonic decays (Q), electrons from photon conversions (�) or
light jets mis-reconstructed as electrons and denoted as fake electrons (f). The di↵erent sources of back-
ground electrons are separated into reconstruction categories which are electron-like (E), and fake-like
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Figure 2: Distribution of m12, for
p

s = 8 TeV, in the control region where the isolation requirements are
not applied to the two sub-leading muons, and at least one of these muons is required to fail the impact
parameter significance requirement. The fit used to obtain the yields for tt̄ and Z + jets is presented in (a)
for 4µ and in (b) for 2e2µ. The MC expectations are given for ZZ, tt̄, WZ and Z + jets, with the Z + jets
expectation rescaled by the fit to the data.

the Zbb̄ MC. The MC description of the selection e�ciency has been verified with data using a control
region obtained by requiring a Z boson and exactly one extra muon. This Z boson is selected using
the leading di-lepton requirements of this analysis for the two highest pT same-flavour opposite sign
leptons. The systematic uncertainties on the extrapolation factors of around 10% are obtained from the
comparison of the MC to this Z+µ control sample. They are used to estimate the systematic uncertainties
on the number of background events in the signal region.

Replacing the above requirement on the impact parameter with a corresponding one on the track
isolation enhances the Zbb̄ and tt̄ backgrounds, still removes the ZZ(⇤) component and also preserves a
possible ⇡/K in-flight decay background. The residual number of events from a Z boson mass fit after
removing the re-scaled Zbb̄ MC estimate previously obtained is interpreted as the ⇡/K in-flight decay
contribution. The ⇡/K in-flight decay contributes around 20% to the Z + jets background estimate given
in Table 3.

The tt̄ background is cross-checked using a control region defined by selecting events with an e±µ⌥

di-lepton pair with an invariant mass between 50 and 106 GeV, accompanied by an opposite sign di-
muon satisfying the m34 selection. Events with a Z boson candidate decaying to a pair of electrons or
muons in this mass range are excluded. Isolation and impact parameter requirements are applied only to
the leptons of the eµ pair. This gives an estimate consistent to the one described previously with the m12
fit method.

4.3.2 `` + ee background

A sample of reconstruction-level objects identified as electron candidates will contain true isolated elec-
trons, electrons from heavy flavour semi-leptonic decays (Q), electrons from photon conversions (�) or
light jets mis-reconstructed as electrons and denoted as fake electrons (f). The di↵erent sources of back-
ground electrons are separated into reconstruction categories which are electron-like (E), and fake-like

9

(b)

Figure 2.1: H→ZZ∗→ 4` control region (1). (a) shows the 4µ and (b) the 2e2µ
final state. The functional form that is fitted is a second order Chebyshev poly-
nomial for the flat tt background and a Breit-Wigner for the peaked Z + jets
component convoluted with a Crystal-Ball function [10].

in the control region. The relative composition of the control region is estimated

using reconstruction categories, i.e. it is based on whether a candidate lepton also

satisfies tighter lepton requirements. The transfer factors for each component are

derived using MC truth information.

The second method is referred to as 3l + l. The sub-leading di-electron pair is

same-sign. The name is derived from the requirement that the first three highest

pT leptons satisfy all analysis criteria, but the remaining electron is only required

to have a good track with nsilicon
hits ≥ 7 and npixel

hits ≥ 1 and the lateral containment

of the cluster energy along η. The different truth components are estimated using

templates derived from MC in nb−layer
hits and RTRT.

The control regions with sub-leading electron and muon pairs are shown in

figure 2.2.
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Figure 3: Invariant mass distributions of the lepton pairs in the control sample defined by a Z boson
candidate and an additional same-flavour lepton pair, for the

p
s = 8 TeV and

p
s = 7 TeV data combined.

The sample is divided according to the flavour of the additional lepton pair. In (a) the m12 and in (c) the
m34 distributions are presented for `` + µµ events. In (b) the m12 and in (d) the m34 distributions are
presented for `` + ee events. The kinematic selection of the analysis is applied. Isolation and impact
parameter significance requirements are applied to the first lepton pair only. The MC is normalised to
the data-driven background estimations given in Table 3. Finally, the expected contribution of the SM
Higgs boson signal at mH = 125 GeV is also shown.
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Figure 3: Invariant mass distributions of the lepton pairs in the control sample defined by a Z boson
candidate and an additional same-flavour lepton pair, for the

p
s = 8 TeV and

p
s = 7 TeV data combined.

The sample is divided according to the flavour of the additional lepton pair. In (a) the m12 and in (c) the
m34 distributions are presented for `` + µµ events. In (b) the m12 and in (d) the m34 distributions are
presented for `` + ee events. The kinematic selection of the analysis is applied. Isolation and impact
parameter significance requirements are applied to the first lepton pair only. The MC is normalised to
the data-driven background estimations given in Table 3. Finally, the expected contribution of the SM
Higgs boson signal at mH = 125 GeV is also shown.
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Figure 3: Invariant mass distributions of the lepton pairs in the control sample defined by a Z boson
candidate and an additional same-flavour lepton pair, for the

p
s = 8 TeV and

p
s = 7 TeV data combined.

The sample is divided according to the flavour of the additional lepton pair. In (a) the m12 and in (c) the
m34 distributions are presented for `` + µµ events. In (b) the m12 and in (d) the m34 distributions are
presented for `` + ee events. The kinematic selection of the analysis is applied. Isolation and impact
parameter significance requirements are applied to the first lepton pair only. The MC is normalised to
the data-driven background estimations given in Table 3. Finally, the expected contribution of the SM
Higgs boson signal at mH = 125 GeV is also shown.
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Figure 3: Invariant mass distributions of the lepton pairs in the control sample defined by a Z boson
candidate and an additional same-flavour lepton pair, for the

p
s = 8 TeV and

p
s = 7 TeV data combined.

The sample is divided according to the flavour of the additional lepton pair. In (a) the m12 and in (c) the
m34 distributions are presented for `` + µµ events. In (b) the m12 and in (d) the m34 distributions are
presented for `` + ee events. The kinematic selection of the analysis is applied. Isolation and impact
parameter significance requirements are applied to the first lepton pair only. The MC is normalised to
the data-driven background estimations given in Table 3. Finally, the expected contribution of the SM
Higgs boson signal at mH = 125 GeV is also shown.
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(d)

Figure 2.2: Invariant mass distributions for leading and sub-leading leptons pairs
in the control region defined by a lepton pair forming a Z boson and a same-flavor
lepton pair that can be both same-sign or opposite-sign.
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+2 jets and +1 lepton categories: Similar techniques for background esti-

mates are used with the additional requirements from the main selection.

All background estimates that are used in the official analysis are summarized in

table 2.3. Using the full dataset, the results of the event selection and background

estimates are shown in figure 2.3.

2.3 Estimating Fake Rates

This section summarizes an early study on fake rate estimations with the first

2 fb−1 collected in 2011 at
√
s = 7 TeV. The purpose is to understand discrepan-

cies between observed data and MC simulations. For loose definitions of electrons

and muons as used in the H→ZZ∗→ 4` analysis, there are many sources for ob-

jects that get identified as electrons or muons and they might not all be modeled

sufficiently in MC simulations. Therefore, a data-driven approach using fake fac-

tors is considered. The study shown here and other studies on data-driven fake

estimates are the basis for the current methods used in the official ATLAS analysis

of H→ZZ∗→ 4`.

The event selection for this study is similar to the event selection that was used

for the main ATLAS analysis for H→ZZ∗→ 4` at the time. No events with five

or more leptons are observed in this data sample.

To increase sensitivity to non-SM phenomena, this study did not have the

usual flavor and charge requirements on the second pair of leptons. In addition

to the search for H→ZZ∗→ 4`, this allows for new physics phenomena, such as

Z ′ → HZ where H decays to ττ or WW , supersymmetric cascade decays, decays

of microscopic black holes, etc. The most important Standard Model processes
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method estimate at
√
s = 8 TeV estimate at

√
s = 7 TeV

4µ

Z+jets 2.4± 0.5± 0.6 0.22± 0.07± 0.02

tt 0.14± 0.03± 0.03 0.03± 0.01± 0.01

2e2µ

Z+jets 2.5± 0.5± 0.6 0.19± 0.06± 0.02

tt 0.10± 0.02± 0.02 0.03± 0.01± 0.01

2µ2e

relaxed cuts 5.2± 0.4± 0.5 -

3l + l - 2.8± 0.4± 0.5

4e

relaxed cuts 3.2± 0.5± 0.4 -

3l + l - 2.5± 0.3± 0.5

+2 jets

summed 0.33± 0.09 0.15± 0.07

+1 lepton

summed 0.08± 0.04 0.03± 0.02

Table 2.3: Estimated number of Z + jets and tt events. When two uncertainties
are given, the first uncertainty is the statistical component and the second one the
systematic component [10].
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Figure 6: The distributions of the four-lepton invariant mass, m4`, for the selected candidates for the
combined

p
s = 8 TeV and

p
s = 7 TeV data sets for the various sub-channels, (a) 4µ, (b) 2µ2e, (c) 2e2µ

and (d) 4e, compared to the background expectation for the 80�170 GeV mass range. The error bars
represent 68.3% central confidence intervals. The signal expectation for the mH = 125 GeV hypothesis
is also shown.
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Figure 6: The distributions of the four-lepton invariant mass, m4`, for the selected candidates for the
combined

p
s = 8 TeV and

p
s = 7 TeV data sets for the various sub-channels, (a) 4µ, (b) 2µ2e, (c) 2e2µ

and (d) 4e, compared to the background expectation for the 80�170 GeV mass range. The error bars
represent 68.3% central confidence intervals. The signal expectation for the mH = 125 GeV hypothesis
is also shown.
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Figure 6: The distributions of the four-lepton invariant mass, m4`, for the selected candidates for the
combined

p
s = 8 TeV and

p
s = 7 TeV data sets for the various sub-channels, (a) 4µ, (b) 2µ2e, (c) 2e2µ

and (d) 4e, compared to the background expectation for the 80�170 GeV mass range. The error bars
represent 68.3% central confidence intervals. The signal expectation for the mH = 125 GeV hypothesis
is also shown.
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Figure 6: The distributions of the four-lepton invariant mass, m4`, for the selected candidates for the
combined

p
s = 8 TeV and

p
s = 7 TeV data sets for the various sub-channels, (a) 4µ, (b) 2µ2e, (c) 2e2µ

and (d) 4e, compared to the background expectation for the 80�170 GeV mass range. The error bars
represent 68.3% central confidence intervals. The signal expectation for the mH = 125 GeV hypothesis
is also shown.
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(d)

Figure 2.3: Event selection results for H→ZZ∗→ 4` [10].
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contributing to the background of this analysis are ZZ, tt and (semi-)leptonic Zbb̄

as well as Z + jets with misidentification and the diboson backgrounds WW and

WZ.

The object identification of muons, electrons and jets was close to, but not

exactly the same as in the main analysis.

Lepton Fake Rate: After selecting events from data, an estimate of the

contamination from “fakes” is necessary. Fake leptons are leptons originating from

heavy flavor decays, reconstructed jets, photons, photon conversions and π0 mesons

identified as electrons as well as true muons produced in π/K in-flight decays.

The two leading leptons are required to be compatible with a Z boson using

a mass window cut and requiring same flavor and opposite charge. The leading

leptons also have to have high pT. Therefore it is assumed that these two leptons

are always real and never fake. The other two leptons can have low pT and do not

have a requirement on the invariant mass, charge or flavor.

The approach to estimate the contribution from fakes is similar to [112]. The

notation needs to distinguish between truth level information and measured infor-

mation. The truth level is denoted by T and F for true and fake leptons. The

corresponding measured quantities are objects passing tighter selection – called L –

and objects only passing looser or inverted selection – called J . The first two lep-

tons that are assumed to never be fakes are denoted by a dash “-” acting as a place

holder.

When extending the transfer factor method to two objects, it is best to require

a strict order in the subscripts first. At the end of the derivation, it is easy to

take into account that the ordering is not measurable. The notation N−−L1J2 and

N−−J1L2 is introduced where the subscripts 1 and 2 label the slot. This results in
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the expected number of events containing fakes

N fake
−−L1L2

= N−−F1F2 · f1 · f2 + N−−T1F2 · f2 + N−−F1T2 · f1

where N−−T1F2 , N−−F1T2 and N−−F1F2 are the numbers of events with one and two

fake leptons in the signal region and f1 and f2 are the fraction of fakes identi-

fied as leptons. N−−T1F2 , N−−F1T2 and N−−F1F2 cannot be observed in data and

are inferred from the observed number of events with one or two lepton-like jets

N−−L1J2 , N−−J1L2 and N−−J1J2 . The observed and truth level numbers are related

by the following system of equations:





N−−L1J2 = N−−T1F2(1− f2) + N−−F1F2f1(1− f2)

N−−J1L2 = N−−F1T2(1− f1) + N−−F1F2f2(1− f1)

N−−J1J2 = N−−F1F2(1− f1)(1− f2)

This system can be used in the previous equation to substitute all the truth level

quantities with measurable quantities.

N fake
−−L1L2

= −N−−J1J2
f1

1− f1

f2

1− f2

+N−−L1J2

f2

1− f2

+N−−J1L2

f1

1− f1

(2.1)

The probability of faking a lepton is denoted by f . The quantity FR is defined

by

FR ≡ f

1− f (2.2)

and denotes the ratio of the number of lepton-like jets accepted and rejected by

our lepton selection cuts. A lepton-like jet is defined as a reconstructed lepton

which fails the lepton identification or isolation requirement. For muons, we define
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Figure: Electron pT
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Figure 2.4: Estimated fake factors FR.

a selected muon to have ptracks
T (∆R < 0.2)/pµT < 0.15 and a muon-like jet failing

that isolation requirement. For electrons, we require the same isolation and in

addition MEDIUM quality. For electron-like jets, we require that one of the two

conditions is failing.

To collect events for signal and control regions, triggers without lepton-specific

isolation are used (EF gg11 etcut and EF mu13 MG).

FR measured with non-lepton-specific triggers is

FR =
Ndata

selected leptons −NMC
selected leptons

Ndata
lepton−like jets −NMC

lepton−like jets

(2.3)

where NMC represents the Monte-Carlo estimate of the remaining contributions of

known processes with real leptons in the final state. The largest contributions are

W , Z and t decays. The obtained fake factors FR for electrons and muons are

shown in figure 2.4.

The fact that the 3rd and 4th lepton are indistinguishable in observed events
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is accounted for using

N−−LL = N−−L1L2

N−−JJ = N−−J1J2

N−−LJ = N−−L1J2 +N−−J1L2

which gives

N fake
−−LL = −N−−JJ · FR · FR +N−−LJ · FR (2.4)

where FR refers to a corresponding J . Written in this form, this equation can

be extended to FR factors that depend on kinematic properties of the object J ,

like pT.

Three lepton case: The 3-lepton study investigates the above method in the

case of three leptons. The higher number of observed 3-lepton events allows for a

more detailed study of the method and especially allows for a direct comparison

of data-driven estimates to MC estimates and data. In this selection, most events

of the form Z + l are Z + jets at truth level. The processes ZZ, WZ, tt and Zb̄

are also present.

The selection of candidate events is similar to the 4l case with the exception

that only one lepton in addition to the leading pair is required. Similarly, the fake

estimate is

N fake
−−L = N−−J · FR(J) (2.5)

Figure 2.5 shows the plain MC result without data-driven methods applied.

Figure 2.6 shows how that picture changes with data-driven methods. Around

the Z mass, there seems to be a problem with the data-driven estimate. An
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Sven Kreiss

MC truth information

removing duplicate events from egamma and muon stream using a blacklist 
that is built when running over the first stream and applied when running over 
the second stream
➡ there is less stream overlap in the region between 100 and 110 GeV than 

the previous method estimated
➡ now there is an excess in data whereas previously we concluded there is 

surprisingly good agreement
26
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Figure 2.5: Monte Carlo estimates of m3−lepton spectrum.

Sven Kreiss

Data Driven 3L Estimate

The blue hatched areas should be the same in the MC and data driven 
estimate. The low mass region shows visible differences.

28

 [GeV]3-leptonsm
70 80 90 100 110 120 130 140

Ev
en

ts
 / 

(1
.0

 G
eV

)

0

50

100

150

200

250

300

350
3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

ATLAS Internal

 = 7 TeVs, -1Ldt = 2.0 fb0
data driven

 [GeV]3-leptonsm
50 100 150 200 250 300 350 400 450 500

Ev
en

ts
 / 

(1
0.

0 
G

eV
)

-110

1

10

210

310

410

510

610 3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

ATLAS Internal

 = 7 TeVs, -1Ldt = 2.0 fb0
data driven

(a)

Sven Kreiss

Data Driven 3L Estimate

The blue hatched areas should be the same in the MC and data driven 
estimate. The low mass region shows visible differences.

28

 [GeV]3-leptonsm
70 80 90 100 110 120 130 140

Ev
en

ts
 / 

(1
.0

 G
eV

)

0

50

100

150

200

250

300

350
3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

ATLAS Internal

 = 7 TeVs, -1Ldt = 2.0 fb0
data driven

 [GeV]3-leptonsm
50 100 150 200 250 300 350 400 450 500

Ev
en

ts
 / 

(1
0.

0 
G

eV
)

-110

1

10

210

310

410

510

610 3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

3 leptons mass
MC (WZ, ZZ, ttbar)
sum of fakes
statistical uncertainty fakes

1J*Z + fake lepton + 
µ ll) + fake A(Z 

 ll) + fake eA(Z 
a ll) + e from A(Z 

ATLAS Internal

 = 7 TeVs, -1Ldt = 2.0 fb0
data driven

(b)

Figure 2.6: Data-driven estimates of m3−lepton spectrum.

investigation using Monte Carlo truth information showed that the discrepancy

comes from electrons from photons radiated off the initial state. This was not

taken into account in this analysis.

Applying 3-lepton insights to 4-lepton study: The three lepton study

pointed out some missing contributions in the MC simulations, but also in the used

data-driven approach. To study the size of the effect in the 4-lepton analysis, the

data-driven approach was applied to the loose 4-lepton analysis and the difference

between MC and data-driven approach are shown in figure 2.7.
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Sven Kreiss

4L estimate

MC Z+2j disagrees with data driven estimate.
Data driven method builds probability from the sum between electrons not 
belonging to first Z and all other objects using the PDFs.

I am not entirely convinced this is correct for 4L. There could be a big mistake in 
the method which we would not notice, because the photon probability is always 
a fraction of the data and therefore always looks like it agrees. For example, the 
picture would not look too different if the probability always was 0.5. However, 
given that it agrees with data the way it does, we should be on the right track.
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Figure 2.7: Monte Carlo (left) and data-driven (right) estimates of m4−lepton spec-
trum.

The method shown here and other studies were the basis for further studies

in the H→ZZ∗→ 4` working group in ATLAS. The method for the official re-

sults improves on the work shown here by accounting for different transfer factors

depending on the type of the source for the fake leptons.

2.4 Systematic Uncertainties

The following discussion separates uncertainties by the corresponding effect on

the model. The first part discusses systematics that mostly affect the signal rate,

the second part systematics that affect the mass measurement and the third part

looks into systematics that affect the categorization of events. The size of the

uncertainties are usually estimated by rerunning the full MC production with a

few different values of the systematic that is studied and observing the change

in that sample. For example, the systematic for an identification efficiency of an

electron or muon is obtained by running all MC samples with a nominal value and

±1σ variations and observing the change in the number of selected events. The
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efficiencies that correspond to nominal and ±1σ values were obtained by ATLAS’s

performance groups.

Signal rate: The signal rate is affected when a systematic changes a value

that is used for event selection. Muon identification and reconstruction efficiency

are estimated from MC to be ±0.8% (4µ),±0.4% (2µ2e) and ±0.4% (2e2µ). Sim-

ilarly, the efficiency uncertainties for electrons are ±2.4% (4e),±1.8% (2µ2e) and

±1.6 (2e2µ) at m4l = 1 TeV but are much larger around m4l = 125 GeV with

±9.4% (4e),±8.7% (2µ2e) and ±2.4 (2e2µ).

The isolation and impact parameter requirements have an associated selection

efficiency that might in principle be different between MC and data events. That

efficiency has been studied using Z → ll events in data and MC and good agree-

ment with negligible uncertainty was found.

The pT spectrum of ggF processes is a sensitive quantity. For 2011 data, the

spectrum is re-weighted at analysis level. For 2012, this re-weighting is applied

directly in the event generation and therefore included in the full detector sim-

ulation. A ±1% uncertainty is applied to allow for possible mismodeling. This

number is obtained by testing various options for pT spectra according to PDF

and QCD scale uncertainties.

Background and overall rate: The background rate uncertainties were al-

ready included in table 2.3. The overall uncertainty on the luminosity is obtained

from dedicated beam-separation scans (van der Meer scans) that were performed

by the LHC. For 2011 and 2012, the uncertainties were estimated to be ±1.8%

and ±3.6% respectively. The uncertainties that correspond to the incomplete un-

derstanding of theoretical calculations of cross sections for the ZZ background and

signal were discussed in section 2.1.
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process ggF + ttH VBF VH ZZ

+2 jets category

theory cross section 21% 4% 4% 35%

underlying event 19% 4% - -

jet energy scale 14% 10% 10% 10%

+1 lepton category

theory cross section 15% 4% 4% 30%

+1 lepton specific 3% 3% 5% -

Table 2.4: Effect of ±1σ systematic uncertainty variations on signal yields for
+2 jets and +1 lepton categories [10].

Mass: Uncertainties on the measured Higgs mass originate mostly from energy

and momentum scale uncertainties of the measured electrons and muons. For elec-

trons, the energy scale uncertainty is estimated from Z → ee events and found to

be ±0.4% (4e), ±0.2% (2e2µ) and negligible for 2µ2e. For low ET electrons, this

estimate is verified with J/ψ → ee events. Uncertainties due to final-state radia-

tion and background contamination are less than 0.1%. Similarly for final states

with muons, large MC samples of J/ψ → µµ,Υ → µµ and Z → µµ decays are

used. Consequently, the mass uncertainty due to muon momentum uncertainties

is estimated with ±0.2% (4µ) and ±0.1% (2µ2e).

Categorization: Event categorization uncertainties are most relevant for the

“+2 jets” and “+1 lepton” categories. For example, the structure of the underlying

event or the jet energy scale affect whether an event migrates into the “+2 jets” or

“+1 lepton” categories. The effect on the signal yields of these systematics on those

categories is shown in table 2.4. For the +1 lepton category, the contribution from

jet misidentification as lepton is small compared to the overall ggF uncertainty.
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Figure 2.8: Comparison of (a) vertical and (b) horizontal interpolation for peaked
shapes using a toy model. The dotted graphs are inputs and the solid graphs are
outputs of the interpolation. The shapes are normalized to one.

2.5 H→ZZ∗→ 4` Signal Modeling

The shapes of probability density functions f(x|α) as introduced in section 1.5

are obtained using samples from fully simulated MC simulations. In 2011 in the

absence of any hint for a signal, the H→ZZ∗→ 4` analysis group in ATLAS gen-

erated Higgs boson signal events for fixed mH hypotheses in steps of 5 GeV. The

generated events were all simulated in ATLAS’s full detector simulation. The event

selection procedure above was then applied to all samples, producing weighted

samples in m4l. One-dimensional histograms in the m4l range from 0 to 1 TeV

with 2,000 bins were filled to represent signal shapes for all the mH hypotheses for

which MC simulations were available. A similar procedure was applied to build

histograms representing distributions of background events.

As a first step to improve on the sampling density in mH , the interpolation

algorithm from [113] was applied to existing distributions to obtain shapes for

intermediate fixed mH . This algorithm is a “horizontal” interpolation algorithm
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in the sense that it shifts peaked features of distributions. Alternatively, taking a

weighted average of distributions is an example of a “vertical” interpolation. The

two types of interpolations are shown in figure 2.8.

To improve the signal model further, it is useful to reconsider and review the

available options to construct signal shapes in m4l.

Histograms: ATLAS has developed good expertise for modeling binned prob-

ability density functions with histograms using the HistFactory tool [114]. It

provides a clean interface to build statistical models from input histograms con-

taining samples from expensive simulations. When the simulation becomes too

expensive and only few simulated events are available, the shapes from histograms

suffer from statistical bin-to-bin uncertainties; that is the fluctuation of the number

of simulated events in a single bin. This can be taken into account by including

a Poisson uncertainty for every bin. It introduces a nuisance parameter for every

bin and is not feasible for models with more than a few hundred bins.

Analytic Functions: An alternative is to describe a shape using an analytic

function fitted to MC samples. Usually, it has less degrees of freedom than a binned

model making it less susceptible to statistical fluctuations. At the same time, the

analytic function has to be flexible enough not only to accommodate the nomi-

nal shape but also all changes in the shape due to systematic uncertainties. It is

also not guaranteed that the same form is still applicable when the event selection

changes. This is particularly important when the shape has been determined em-

pirically. In general, it is difficult to quantify the tension between an analytic shape

and unbinned MC points. For example, tools like a “spurious signal term” [115]

have been used to account for the fact that the background shape might look more

like the signal term than the analytic shape allows for. This is a particular fix that
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only applies when searching for a signal, but not when measuring it.

Kernel Density Estimates: There is another alternative to model the signal

shape, and that is using kernel density estimates for example with KEYS [116].

KEYS uses variable width kernels that are wider for regions with fewer MC samples

and narrower in regions with more MC samples. This produces smooth shapes

where histograms have large statistical fluctuations while keeping the full structure

of the shapes in regions that are more densely sampled. Kernel density estimates

do not discretize the observable space (no bin boundaries) and can be continuously

shifted.

Generally, the method of choice to parametrize a Higgs boson signal in mH

depends on the process and the mass resolution. The shape can be modeled by

histograms for low mass resolution channels, and by analytic functions or kernel

densities for high mass resolution processes. The choice of the interpolation al-

gorithm depends on whether the probability distribution functions are binned or

unbinned.

Once the signal shapes are obtained, a comprehensive model of signals and

backgrounds has to be build that includes the responses of the yields and shapes

to systematic uncertainty variations, e.g. with HistFactory for binned models.

2.5.1 An Improved Model

The starting point are the unbinned MC samples for discrete set of hypthesized

Higgs boson masses. The “traditional” method is to create histograms and use a

tool like HistFactory to create separate models for each parameter point.

Continuous Parametrization of Signal Normalizations and System-

atic Uncertainties: The shapes in m4l are pdfs and as such normalized to unity.
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Figure 2.9: B-spline interpolations for (a) the expected number of events and (b)
systematic uncertainties in mH . Input values were determined from MC samples
with full detector simulations at fixed values of mH .

The interpolation of the expected number of events ν as a function of mH is han-

dled separately. An interpolation using B-splines is used as shown in figure 2.9(a).

Systematic uncertainties that affect ν are implemented as in HistFactory models.

Responses η to Higgs mass dependent systematic uncertainties are obtained from

simulations at fixed values of mH and intermediate response values are obtained

from B-splines as shown in figure 2.9(b).

Systematic uncertainties like energy and momentum scale uncertainties that

shift the overall signal shape can be applied directly to KEYS pdfs as shown in

figure 2.10.

Signal Shapes: For this method, KEYS pdfs are created for every signal

sample. They can be shifted continuously in m4l. This allows to make use of

simple proportionality relations between parameters and observables. Here, mH
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Figure 2.10: Effect of changing an energy scale on the shape of the 4e distribution
in m4l in arbitrary units.

and events x in m4l are related by

f(x | mH + ∆) ≈ f(x−∆ | mH) .

An advantage of this method is that there is no assumption on the shape of

f(x | mH).

Every fully simulated parameter point j with mH = mj is described by a kernel

density estimate (kde) of the form

fj(x) =
1

nj

nj∑

e=1

1

he
K

(
x− xje
hje

)
.

Here, we want to use kdes fj that can be shifted continuously in x by ∆j = mH −mj.

Each density

fj(x | ∆j) =
1

nj

nj∑

e=1

1

hje
K

(
x− xje −∆j

hje

)

is based on nj kernels K at the simulated data points xje and is using an adaptive
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Figure 2.11: Third order B-spline basis functions that are used as weights.

bandwidth parameter hje to apply narrower kernels in regions of high density and

wider kernels in regions of low density. To increase performance, the shapes of the

KEYS pdfs can be cached or calculated from k-d trees.

To obtain the signal shape at mH , all fj are first shifted by ∆j and then

interpolated according to

ftotal(x | mH) =
∑

j

wj(mH) fj(x | ∆j)

where the coefficients wj(mH) are B-spline basis functions as shown in figure 2.11.

B-splines are fast to evaluate, have local support, are positive by definition and

can be evaluated at various orders to adjust the degree of “smoothing” and the

size of the local support.

The model can be verified by leaving out a signal sample and comparing the

interpolated shape to the shape obtained directly from the sample. This is shown

in figure 2.12 for the extreme case of having MC samples only at 120 GeV and
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Figure 2.12: (a) Verification of the method. (b) Scan across mH . Both plots are
in arbitrary units.

130 GeV and trying to interpolate the shape at 125 GeV. Even in this case, the

agreement is very good. Figure 2.12(b) shows a scan in mH of the signal model

for values that are interpolated in the model and were not available from MC.

2.5.2 Multivariate Kernel Density Estimates

The generalization to multivariate fixed kernel density estimates is given in [117],

where the bandwidth matrix H is introduced. For multivariate product kernels, h

and H are related by

H = h21 .

A general form for a kde is then

f(x;H) =
1

n

n∑

e=1

KH(x− xe) (2.6)
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where H is a bandwidth matrix (symmetric positive definite), K and KH are

related by

KH(x) = |H|−1/2K(H−1/2x)

and K is a kernel (1-dimensional or multivariate) satisfying

∫
K(x)dx = 1.

To construct an adaptive bandwidth matrix that depends on the function value

f , one needs to find a unitless scale factor first. For probability density functions,

the d-dimensional volume is unitless:

1-dimensional: σxf(x)

2-dimensional: σxσyf(x, y)

3-dimensional: σxσyσzf(x, y, z)

...

d-dimensional:
√

det(Σ)f

Combining this scale factor with the argument given in [118] that was specific

to product kernels, the more general expression for adaptive width kernel density

estimates is

H =

(
4

d+ 2

) 2
d+4
(

1

n

) 2
d+4 Σ√

det(Σ)f0

.

This bandwidth matrix H and the zero’th order estimate of f , f0, are used to obtain

f1 which then can be used again to obtain better approximations of f iteratively.
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The presented method is well suited to model signals with high resolution. It

is fast to evaluate and allows the continuous parametrization of the shape directly

in the model. It does not assume a particular shape of the signal.

I have used the one-dimensional form of this method since 2012 shortly after the

discovery to provide the signal model for the official ATLASH→ZZ∗→ 4` analysis.

The results are significantly improved compared to previously used techniques

which is discussed in section 4.1. Comparisons of the final results between the old

and new signal models are shown in figure 2.13.
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Figure 2.13: Improvements in the final result due to the new signal model (red)
over the old signal model (blue) for (a) the mass measurement, (b) the confidence
intervals in the (µ, mH) plane and (c) the local p0 values.
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Chapter 3

Discovery

This chapter discusses the transition from excluding larger and larger ranges of

the hypothesized Higgs boson mass to discovering a new particle in the unexcluded

range. It is based on the conference notes and papers [119, 120, 121, 12, 37, 122],

the internal note [11] and the presentation [123].

3.1 Statistical Methods

Tests of the values of µ are done for fixed Higgs masses mH using the profile

likelihood ratio λ(µ) [124]. The full likelihood fit to the data is used and includes

all parameters that describe systematic uncertainties (nuisance parameters) and

their correlations. The profile likelihood ratio is

λ(µ) =
L(µ,

ˆ̂
θ(µ))

L(µ̂, θ̂)
(3.1)

where µ̂ and θ̂ are maximum likelihood estimates of µ and θ and
ˆ̂
θ(µ) is the

conditional maximum likelihood estimate of θ depending on µ.
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The physical range of µ is µ ≥ 0. However, it is convenient to allow negative

values of µ in the model and to adjust the test statistic instead. Negative values

of µ̂ correspond to deficits in data with respect to the background-only model. It

is equivalent to impose µ ≥ 0 in the model or to impose the constraint in the

likelihood ratio, i.e.

λ̃(µ) =





L(µ,
ˆ̂
θ(µ))

L(µ̂,
ˆθ)

µ̂ ≥ 0

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0

(3.2)

The test statistic used to quantify an excess above the background-only hy-

pothesis with µ = 0 while considering the alternative hypothesis with µ > 0 is

q̃0 =





−2 lnλ(0) µ̂ > 0

+2 lnλ(0) µ̂ ≤ 0

(3.3)

which also allows for the quantification of deficits (p-values larger than 0.5).

The test statistic q̃µ is used to set upper limits on µ. The test is whether signal

events are produced at a rate corresponding to µ against the alternative of being

produced at a smaller rate:

q̃µ =





−2 ln λ̃(µ) µ̂ ≤ µ

+2 ln λ̃(µ) µ̂ > µ

(3.4)

Ensembles of q̃0 and q̃µ can be generated from the probabilistic model. The

model is hierarchical in the sense that first, the outcome of previous measurements

is generated in the form of the global observables G and second, the data set Dcom

is generated for this set of global observables.
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Upper limits are based on the CLs technique [125]. A parameter point is

regarded as excluded at the 95% CL when the value of CLs falls below 5% where

CLs(µ) =
pµ

1− pb
(3.5)

and pµ and pb are p-values obtained using the q̃µ test statistic.

For the discovery scenario, the p-value under the background-only hypothesis

is usually converted into a Gaussian significance Z which is defined as

Z = Φ−1(1− p0) (3.6)

where Φ−1 is the inverse of the cumulative distribution of a Normal distribution.

The global p0 value is corrected for the “look elsewhere” effect using the method

in [126].

Statistical tests are performed in discrete steps in mH . The results are based on

asymptotic approximations [124] that were validated using the methods from [37].

All combinations of sub-channels for a particular Higgs boson decay and the full

combination of all search channels are based on the signal strength µ and identify

correlated nuisance parameters.

3.2 H→ γγ

The H→ZZ∗→ 4` channel was discussed in detail in chapter 2. The H→ γγ

channel is summarized here for the purpose of explaining the combination proce-

dure.

In this channel, Higgs mass hypotheses are considered in the range between
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Figure 3.1: MC studies for H→ γγ at (a)
√
s = 7 TeV and (b)

√
s = 8 TeV.

110 GeV and 150 GeV. The SM diphoton production (γγ) is the dominant back-

ground. There are also contributions from γ+jet and jet+jet which are commonly

called γj and jj where jets are mis-identified as photons. Another contribution

comes from the Drell-Yan process. Using MC events, the contributions from these

processes in the mγγ spectrum is studied and shown in figure 3.1. For all results,

the datasets and analyses for
√
s = 7 TeV and

√
s = 8 TeV have been combined.

The analyses do include dedicated categories with enhanced sensitivity to VBF

production. VBF processes have two additional forward jets in the event.

Events are selected using a diphoton trigger which requires two clusters of

energy depositions in the electromagnetic calorimeter. At
√
s = 7 TeV, the ET

threshold for both clusters was 20 GeV and at
√
s = 8 TeV they were (35, 25)

GeV for the (leading, sub-leading) clusters. The clusters are also required to satisfy

loose criteria for their shapes as expected from photon initiated electromagnetic

showers. The trigger efficiency for the selected events is larger than 99%. The

event has to contain a reconstructed vertex with two or more associated tracks

with pT > 0.4 GeV and two photon candidates.
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A photon candidate has to be inside |η| < 2.37 excluding the region between

barrel and end-cap at 1.37 < |η| < 1.52. Some photons convert to electron-positron

pairs with the material of the inner detector and in that case, there have to be

one or two tracks associated to the calorimeter clusters. For ET > 30 GeV, the

reconstruction efficiency is 97%. Photon candidates are required to have ET >

40 GeV for the leading and ET > 30 GeV for the sub-leading photon.

Photons loose energy when they interact with the material of the detector.

The material that is on a photon’s path before being detected is called upstream

material and energy losses have to be accounted for. There is also energy leakage

outside of what is estimated to be the photon’s energy cluster. MC simulations

are used to calibrate these two effects for converted and unconverted photons

separately. An η-dependent and data-driven correction of the order of ±1% using

Z → e+e− events is applied.

For
√
s = 7 TeV, variables that describe shower shapes in the electromagnetic

calorimeter and energy leakage into the hadronic calorimeter are fed into a neural

network. The operating point was chosen such that it has similar jet rejection

performance as a cut-based analysis, which results in a higher photon identification

efficiency. For the newly recorded data at
√
s = 8 TeV, a cut-based and pile-up

robust selection was used. The photon identification efficiency was in the range of

85% to 95%.

Jet backgrounds were further reduced using an energy isolation requirement.

In a cone of ∆R < 0.4 around the photon candidate and excluding the core range

(0.125, 0.175) in (∆η,∆φ), the deposited energy must be less than 4 GeV. The

agreement between data and MC simulations for this isolation was checked using

Z → e+e− and Z → l+l−γ events and the difference was taken as a systematic
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uncertainty.

The invariant mass is constructed by using the energy deposits in the calorime-

ter from the two photons and the angles φ and η from the positions of the photons

in the calorimeter and the postion of the primary vertex.

Determining the primary vertex for γγ events is fairly involved. The first piece

of information that is used is the longitudinal segmentation of the electromagnetic

calorimeter. This is also called calorimeter pointing. Then there are the parameters

of the beam spot and the vertices with their
∑
p2

T of the associated tracks. This

information is combined in a likelihood function. In addition, the reconstructed

conversion vertex is used in the
√
s = 7 TeV analysis. Just using calorimeter

pointing alone, the resolution along the z axis for the position of the primary

vertex is ≈ 15 mm which improves to ≈ 6 mm for events with two reconstructed

converted photons. For events with jets as required by the VBF optimized 2-jet

category, the identification of the primary vertex is further improved due to inner

detector tracks.

Using this selection, 59,039 diphoton candidates were observed in 4.8 fb−1 and

5.9 fb−1 at
√
s = 7 TeV and

√
s = 8 TeV with mγγ between 100 GeV and

160 GeV of which 190.1 are expected to be signal events for a Higgs boson with

mass mH = 126.5 GeV.

To increase sensitivity, the events are separated into 10 mutually exclusive

categories. They have different mass resolutions and different signal-to-background

ratios. One of the ten categories is just for the VBF enhanced selection on two jets.

The remaining nine categories are combinations of η regions of the two photons,

the pTt and whether the photons are converted or not. pTt is a property of the
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diphoton system and defined by

pTt =
|(pγ1T + pγ2T )× (pγ1T − pγ2T )|

|pγ1T − pγ2T |
(3.7)

which is a component of the diphoton pT.

For the VBF enhanced 2-jet category, jets that are most likely coming from a

VBF topology have to be identified. The anti-kt algorithm [111] with R = 0.4 is

used. For this category, two jets with |η| < 4.5 and pT > 25 GeV are required.

For the
√
s = 8 TeV analysis and in the range 2.5 < |η| < 4.5, the pT threshold is

raised to 30 GeV. To suppress jets from pile-up, for jets that are inside the inner

detector coverage of |η| < 2.5, the jet vertex fraction (JVF) has to be larger than

0.75, where JVF is the scalar sum of ptrack
T for tracks coming from the primary

vertex versus the scalar sum of ptrack
T of all tracks of the jet. In addition and

specific to the VBF topology, it is required that ∆η > 2.8 between the two jets,

that the invariant mass has to be larger than 400 GeV and that the azimuthal

angle between the diphoton system and the 2-jet system is larger than 2.6. These

cuts enhance the VBF process with respect to the other production processes such

that about 70% of signal events come from the VBF process.

Of the remaining nine categories, there are “unconverted” categories with both

photons unconverted, “converted” categories with at least one converted photon,

“central” categories with both photons inside |η| < 0.75, “transition” categories

with at least one photon in 1.3 < |η| < 1.75 and “rest” categories with all remaining

events that are neither “central” nor “transition”. Some categories are further

divided into “low pTt” and “high pTt” with a threshold at pTt = 60 GeV. It was

seen in MC studies that VBF, VH and ttH events have on average higher pTt than
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background events. The overall selection efficiency is about 40%.

Modeling: For the signal, an analytic function is fitted to various MC samples

to obtain its parameters for the shape. For the yield, theoretical calculations for

ggF [127] are used and the destructive interference with gg → γγ is taken into

account. The analytic function is a Crystal Ball function [128] for the core of the

distribution summed with a small and wide Gaussian distribution to describe the

tails.

The background shape is estimated from data in each category separately. It

is expected to be a smoothly falling function in the absence of a signal. A set of

analytic functions are tested on MC estimates to select the analytic form for each

category. The parameters are then obtained from a fit to data excluding a window

around the expected signal. The chosen functions for the various categories are

a fourth-order Bernstein polynomial, an exponential of a second-order polynomial

and an exponential function. The bias from constraining the shape to any of the

analytic forms has been estimated from MC and control regions in data. In the

final model, a signal-like term of constrained height, the spurious signal term, is

included in each background model to account for the fact that the true background

shape could look a bit more like signal than the chosen background shape.

A summarized version of all categories is shown in figure 3.2. This is a nice

representation, but for all results, the full model with 10 categories was used.

Systematic uncertainties: The photon reconstruction and identification ef-

ficiency is the largest experimental uncertainty affecting the signal yield with ±8%

for
√
s = 7 TeV and ±11% for

√
s = 8 TeV. This is estimated from data using

electrons from Z decays and photons from Z → l+l−γ events. The second largest

experimental uncertainty of ±4% comes from modeling pile-up. In addition, there
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Fig. 4. The distributions of the invariant mass of diphoton candidates after all selec-
tions for the combined 7 TeV and 8 TeV data sample. The inclusive sample is shown
in (a) and a weighted version of the same sample in (c); the weights are explained
in the text. The result of a fit to the data of the sum of a signal component fixed to
mH = 126.5 GeV and a background component described by a fourth-order Bern-
stein polynomial is superimposed. The residuals of the data and weighted data with
respect to the respective fitted background component are displayed in (b) and (d).

a window containing Si , of a background-only fit to the data. The
values Si/Bi have only a mild dependence on mH .

The statistical interpretation of the excess of events near mγ γ =
126.5 GeV in Fig. 4 is presented in Section 9.

6. H → W W (∗) → eνµν channel

The signature for this channel is two opposite-charge leptons
with large transverse momentum and a large momentum imbal-
ance in the event due to the escaping neutrinos. The dominant
backgrounds are non-resonant W W , tt̄ , and W t production, all of
which have real W pairs in the final state. Other important back-
grounds include Drell–Yan events (pp → Z/γ (∗) → ℓℓ) with Emiss

T
that may arise from mismeasurement, W + jets events in which
a jet produces an object reconstructed as the second electron or
muon, and W γ events in which the photon undergoes a con-
version. Boson pair production (W γ ∗/W Z (∗) and Z Z (∗)) can also
produce opposite-charge lepton pairs with additional leptons that
are not detected.

The analysis of the 8 TeV data presented here is focused on the
mass range 110 < mH < 200 GeV. It follows the procedure used
for the 7 TeV data, described in Ref. [106], except that more strin-
gent criteria are applied to reduce the W + jets background and
some selections have been modified to mitigate the impact of the
higher instantaneous luminosity at the LHC in 2012. In particular,
the higher luminosity results in a larger Drell–Yan background to
the same-flavour final states, due to the deterioration of the miss-
ing transverse momentum resolution. For this reason, and the fact
that the eµ final state provides more than 85% of the sensitivity of

the search, the same-flavour final states have not been used in the
analysis described here.

6.1. Event selection

For the 8 TeV H → W W (∗) → eνµν search, the data are se-
lected using inclusive single-muon and single-electron triggers.
Both triggers require an isolated lepton with pT > 24 GeV. Qual-
ity criteria are applied to suppress non-collision backgrounds such
as cosmic-ray muons, beam-related backgrounds, and noise in the
calorimeters. The primary vertex selection follows that described
in Section 4. Candidates for the H → W W (∗) → eνµν search are
pre-selected by requiring exactly two opposite-charge leptons of
different flavours, with pT thresholds of 25 GeV for the leading
lepton and 15 GeV for the sub-leading lepton. Events are classified
into two exclusive lepton channels depending on the flavour of the
leading lepton, where eµ (µe) refers to events with a leading elec-
tron (muon). The dilepton invariant mass is required to be greater
than 10 GeV.

The lepton selection and isolation have more stringent require-
ments than those used for the H → Z Z (∗) → 4ℓ analysis (see
Section 4), to reduce the larger background from non-prompt lep-
tons in the ℓνℓν final state. Electron candidates are selected using
a combination of tracking and calorimetric information [85]; the
criteria are optimised for background rejection, at the expense of
some reduced efficiency. Muon candidates are restricted to those
with matching MS and ID tracks [84], and therefore are recon-
structed over |η| < 2.5. The isolation criteria require the scalar
sums of the pT of charged particles and of calorimeter topolog-
ical clusters within %R = 0.3 of the lepton direction (excluding
the lepton itself) each to be less than 0.12–0.20 times the lep-
ton pT. The exact value differs between the criteria for tracks and
calorimeter clusters, for both electrons and muons, and depends on
the lepton pT. Jet selections follow those described in Section 5.3,
except that the JVF is required to be greater than 0.5.

Since two neutrinos are present in the signal final state, events
are required to have large Emiss

T . Emiss
T is the negative vector sum

of the transverse momenta of the reconstructed objects, including
muons, electrons, photons, jets, and clusters of calorimeter cells
not associated with these objects. The quantity Emiss

T,rel used in this
analysis is required to be greater than 25 GeV and is defined as:
Emiss

T,rel = Emiss
T sin %φmin, where %φmin is min(%φ, π

2 ), and Emiss
T is

the magnitude of the vector Emiss
T . Here, %φ is the angle between

Emiss
T and the transverse momentum of the nearest lepton or jet

with pT > 25 GeV. Compared to Emiss
T , Emiss

T,rel has increased rejec-

tion power for events in which the Emiss
T is generated by a neutrino

in a jet or the mismeasurement of an object, since in those events
the Emiss

T tends to point in the direction of the object. After the lep-
ton isolation and Emiss

T,rel requirements that define the pre-selected
sample, the multijet background is negligible and the Drell–Yan
background is much reduced. The Drell–Yan contribution becomes
very small after the topological selections, described below, are ap-
plied.

The background rate and composition depend significantly on
the jet multiplicity, as does the signal topology. Without accom-
panying jets, the signal originates almost entirely from the ggF
process and the background is dominated by W W events. In con-
trast, when produced in association with two or more jets, the
signal contains a much larger contribution from the VBF process
compared to the ggF process, and the background is dominated by
tt̄ production. Therefore, to maximise the sensitivity to SM Higgs
events, further selection criteria depending on the jet multiplicity
are applied to the pre-selected sample. The data are subdivided
into 0-jet, 1-jet and 2-jet search channels according to the number

Figure 3.2: Invariant mass spectrum of mγγ in H→ γγ decays.
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is a trigger uncertainty of ±1%, a photon isolation uncertainty of ±0.4% and

±0.5% for
√
s = 7 TeV and

√
s = 8 TeV and a luminosity uncertainty of ±1.8%

and ±3.6% also for the two data taking periods respectively. In the 2-jet category,

there is a large uncertainty due to the modeling of the underlying event of ±6%

for the VBF process and ±30% for all other production processes.

A different set of uncertainties governs the composition of signal processes in

each category. The imperfect knowledge about the amount of upstream material

in front of the calorimeter is used to derive a migration uncertainty between the

converted and unconverted categories of ±4%. Similarly, the effect of pile-up

on those two types of categories is ±2%. The selection for the 2-jet category is

sensitive to the jet energy scale which results in ±19% for the 2-jet category itself,

but it also affects the other categories with up to ±4%. The JVF cut for the

√
s = 8 TeV analysis comes with an uncertainty of ±12% for the signal yield in

the 2-jet category. Furthermore, by using different PDFs and scales, the migration

of events between categories is estimated to be ±9%.

The mass measurement is also affected by systematic uncertainties. The largest

contribution comes from the uncertainty on the energy resolution of the calorime-

ter with ±12%. The uncertainty in the upstream material also affects the mass

measurement with ±6% and pile-up affects it with about ±4%.

3.3 H→WW ∗→ `ν`ν

Similarly as for the H→ γγ channel, the H→WW ∗→ `ν`ν is only outlined

here for the purpose of understanding the combination. For discovery only the

“mixed flavor” analysis – that means H→WW ∗→ eνµν – was included in the
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combination.

Events with two oppositely charged leptons with different flavor and large trans-

verse momentum are selected. In addition, there also should be large missing en-

ergy /ET , that is, a large momentum imbalance due to neutrinos from the leptonic

W decay escaping detection. Irreducible backgrounds with real W bosons are non-

resonant WW , tt and Wt. Reducible backgrounds are Drell-Yan, W + jets and

Wγ and to a lesser extent the di-boson processes Wγ∗, WZ(∗) and ZZ(∗) where

the additional leptons are not detected. The dominant backgrounds are estimated

using data-driven techniques that normalize MC predictions, W+jets is estimated

in a fully data-driven way and smaller backgrounds are taken from MC simulations

[12].

This channel focuses on the range of mH between 110 GeV and 200 GeV. The

√
s = 7 TeV and

√
s = 8 TeV analyses are similar with the exception that some

criteria have been tightened for 8 TeV to reduce the W + jets component and to

counteract the impact of the higher pile-up. The higher pile-up was one of the

main reasons why the same flavor analyses were not included yet as the larger

Drell-Yan background and worsened /ET resolution are problems for the analyses.

Between the three analyses, the mixed flavor analysis provides more than 85% of

the sensitivity.

The analysis uses single-muon and single-electron triggers with a pT threshold

at 24 GeV and selects leptons with pT > 25 GeV and pT > 15 GeV for the leading

and sub-leading leptons. The dilepton system has to have an invariant mass of

larger than 10 GeV. Two categories, called eµ and µe, are constructed depending

on the flavor of the leading lepton.

Compared to the H→ZZ∗→ 4` analysis, more stringent lepton requirements
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are applied. For electrons, both tracking and calorimetric information is used. For

muons, candidates have to have a matching muon spectrometer and inner detector

tracks which only has coverage inside |η| < 2.5. The isolation requirement for

a lepton with transverse momentum pT is that in a cone of ∆R = 0.3 around

the lepton there must be less than [0.12, 0.20]× pT of charged particles transverse

momentum and energy in topological clusters. The exact value depends on the

lepton flavor and pT of the lepton. The jet selection is the same as for the 2-jet

category in H→ γγ with the exception that the jet vertex fraction has to be larger

than 0.5.

The presence of neutrinos in the final state of the signal implies missing energy.

/ET is the negative of the transverse momentum vector of all detected particles

including clusters of energy in the calorimeter not associated to any reconstructed

object. Usually the magnitude of /ET , /ET , is used in analyses. Neutrinos inside jets

produce missing energy that is in the direction of a jet. However, in this analysis,

/ET is supposed to discriminate against events without neutrinos from the hard

interaction. The difference between the two scenarios is the angle between /ET

and the closest reconstructed object. To suppress /ET from neutrinos in jets or

mismeasured jets, the quantity /ET,rel is introduced and defined by

/ET,rel = /ET sin ∆φmin with ∆φmin = min(∆φ, π/2) (3.8)

where ∆φmin is the angle in the transverse plane between /ET and the closest lepton

or jet with pT > 25 GeV. The threshold for /ET in this analysis is 25 GeV.

The analysis is split into categories depending on the number of additional jets

as this is one of the most relevant factors for the composition of the background.
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In the 0-jet category, signal events are mostly from ggF and background events are

mostly from WW . In the 2-jet category, which is inclusive and also includes three

or more jets, the contribution from VBF to the signal is larger and the background

is mostly tt. The discriminating variable in all categories is mT [129] which is

defined as

mT =
√

(Ell
T + /ET )2 − |pllT + /ET |2 (3.9)

where the transverse energy of the two-lepton system is Ell
T =

√
|pllT|2 +m2

ll.

Due to the V–A structure of weak interactions and the SM Higgs boson being

a scalar, there are spin correlations in the WW system that favor smaller angu-

lar separations between the two final state leptons [130]. Therefore, a cut with

|∆φll| < 1.8 is applied to enhance the signal with respect to background. In the

2-jet channel, the dilepton mass must be less than 80 GeV and for the 0-jet and

1-jet channel it must be less than 50 GeV.

To reduce Drell-Yan background in the 0-jet category, the transverse momen-

tum of the dilepton system must be larger than 30 GeV.

The 1-jet channel suffers from backgrounds from top quark production. There-

fore, events with b-tagged jets are removed. The algorithm for b-tagging uses a

neural network exploiting features in the topoly of weak decays of b- and c-hadrons

[131]. Some events contain jets that have a pT below the threshold for jet counting.

This is a particular problem for top background events. Those events usually also

contain a larger total transverse momentum ptot
T which is

ptot
T = |pl1T + pl2T + pjT + /ET | (3.10)

and therefore a cut is introduced to keep ptot
T < 30 GeV. Another background
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process is Z → ττ . Assuming that the observed leptons are coming from τ decays

and the missing energy only comes from neutrinos associated with these decays,

the invariant mass mττ is constructed if the collinear approximation gives a real

solution. If it does, events are required to have |mττ −mZ | > 25 GeV.

The 2-jet selection is similar to the 1-jet selection with the additional jets

included in the sum for ptot
T . To enhance the VBF contribution, the two highest pT

jets – called tag jets – have to have |∆yjj| > 3.8 and mjj > 500 GeV, and events

with additional jets with pT > 20 GeV with rapidity yj1 < y < yj2 are rejected.

Systematic uncertainties: The main experimental uncertainties are the jet

energy scale (JES) and jet energy resolution (JER), pile-up, /ET , b-tagging effi-

ciency, the transfer factor for the W + jets background and the integrated lu-

minosity. The largest background modeling uncertainties are the normalization

and modeling of the WW background, the top normalization and Wγ∗ normaliza-

tion. In the 2-jet category, statistical uncertainties from data and MC simulations

dominate.

JES and JER are mostly responsible for migration of events between categories.

The effect of JES variations is between ±2% and ±9% depending on pT and η of

the jet for pT > 25 GeV and |η| < 4.5 [132]. For the signal yield, this means a

variation of ±7% (0-jet) and ±4% (1-jet). The JER mostly affects the 1-jet channel

and has an affect of ±4% on the signal yield and ±2% on the background yield.

Pile-up is also JES dependent and is estimated to affect mostly the 1-jet channel

with ±4% and ±2% for signal and background yields. The /ET measurement is

also affected by JES as well as lepton momentum scale uncertainties. It also is

sensitive to low pT jets and low energy deposits in the calorimeter that do not have

an associated reconstructed object. The impact on the signal and background yield
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Table 5
The expected numbers of signal (mH = 125 GeV) and background events after all
selections, including a cut on the transverse mass of 0.75mH < mT < mH for mH =
125 GeV. The observed numbers of events in data are also displayed. The eµ and
µe channels are combined. The uncertainties shown are the combination of the
statistical and all systematic uncertainties, taking into account the constraints from
control samples. For the 2-jet analysis, backgrounds with fewer than 0.01 expected
events are marked with ‘–’.

0-jet 1-jet 2-jet

Signal 20 ± 4 5 ± 2 0.34 ± 0.07

W W 101 ± 13 12 ± 5 0.10 ± 0.14
W Z (∗)/Z Z/W γ (∗) 12 ± 3 1.9 ± 1.1 0.10 ± 0.10
tt̄ 8 ± 2 6 ± 2 0.15 ± 0.10
tW /tb/tqb 3.4 ± 1.5 3.7 ± 1.6 –
Z/γ ∗ + jets 1.9 ± 1.3 0.10 ± 0.10 –
W + jets 15 ± 7 2 ± 1 –

Total background 142 ± 16 26 ± 6 0.35 ± 0.18

Observed 185 38 0

generators. The potential impact of interference between resonant
(Higgs-mediated) and non-resonant gg → W W diagrams [116] for
mT > mH was investigated and found to be negligible. The ef-
fect of the W W normalisation, modelling, and shape systematics
on the total background yield is 9% for the 0-jet channel and
19% for the 1-jet channel. The uncertainty on the shape of the
total background is dominated by the uncertainties on the nor-
malisations of the individual backgrounds. The main uncertainties
on the top background in the 0-jet analysis include those asso-
ciated with interference effects between tt̄ and single top, initial
state an final state radiation, b-tagging, and JER. The impact on
the total background yield in the 0-jet bin is 3%. For the 1-jet
analysis, the impact of the top background on the total yield is
14%. Theoretical uncertainties on the W γ background normalisa-
tion are evaluated for each jet bin using the procedure described
in Ref. [117]. They are ±11% for the 0-jet bin and ±50% for the
1-jet bin. For W γ ∗ with mℓℓ < 7 GeV, a k-factor of 1.3 ± 0.3 is
applied to the MadGraph LO prediction based on the compari-
son with the MCFM NLO calculation. The k-factor for W γ ∗/W Z (∗)

with mℓℓ > 7 GeV is 1.5±0.5. These uncertainties affect mostly the
1-jet channel, where their impact on the total background yield is
approximately 4%.

6.4. Results

Table 5 shows the numbers of events expected from a SM
Higgs boson with mH = 125 GeV and from the backgrounds, as
well as the numbers of candidates observed in data, after appli-
cation of all selection criteria plus an additional cut on mT of
0.75mH < mT < mH . The uncertainties shown in Table 5 include
the systematic uncertainties discussed in Section 6.3, constrained
by the use of the control regions discussed in Section 6.2. An ex-
cess of events relative to the background expectation is observed
in the data.

Fig. 6 shows the distribution of the transverse mass after all
selection criteria in the 0-jet and 1-jet channels combined, and for
both lepton channels together.

The statistical analysis of the data employs a binned likelihood
function constructed as the product of Poisson probability terms
for the eµ channel and the µe channel. The mass-dependent cuts
on mT described above are not used. Instead, the 0-jet (1-jet) sig-
nal regions are subdivided into five (three) mT bins. For the 2-jet
signal region, only the results integrated over mT are used, due
to the small number of events in the final sample. The statistical
interpretation of the observed excess of events is presented in Sec-
tion 9.

Fig. 6. Distribution of the transverse mass, mT, in the 0-jet and 1-jet analyses with
both eµ and µe channels combined, for events satisfying all selection criteria. The
expected signal for mH = 125 GeV is shown stacked on top of the background
prediction. The W + jets background is estimated from data, and W W and top
background MC predictions are normalised to the data using control regions. The
hashed area indicates the total uncertainty on the background prediction.

7. Statistical procedure

The statistical procedure used to interpret the data is described
in Refs. [17,118–121]. The parameter of interest is the global sig-
nal strength factor µ, which acts as a scale factor on the total
number of events predicted by the Standard Model for the Higgs
boson signal. This factor is defined such that µ = 0 corresponds
to the background-only hypothesis and µ = 1 corresponds to the
SM Higgs boson signal in addition to the background. Hypothe-
sised values of µ are tested with a statistic λ(µ) based on the
profile likelihood ratio [122]. This test statistic extracts the infor-
mation on the signal strength from a full likelihood fit to the data.
The likelihood function includes all the parameters that describe
the systematic uncertainties and their correlations.

Exclusion limits are based on the C Ls prescription [123]; a
value of µ is regarded as excluded at 95% CL when C Ls is less than
5%. A SM Higgs boson with mass mH is considered excluded at 95%
confidence level (CL) when µ = 1 is excluded at that mass. The sig-
nificance of an excess in the data is first quantified with the local
p0, the probability that the background can produce a fluctuation
greater than or equal to the excess observed in data. The equiva-
lent formulation in terms of number of standard deviations, Zl , is
referred to as the local significance. The global probability for the
most significant excess to be observed anywhere in a given search
region is estimated with the method described in Ref. [124]. The
ratio of the global to the local probabilities, the trials factor used
to correct for the “look elsewhere” effect, increases with the range
of Higgs boson mass hypotheses considered, the mass resolutions
of the channels involved in the combination, and the significance
of the excess.

The statistical tests are performed in steps of values of the
hypothesised Higgs boson mass mH . The asymptotic approxima-
tion [122] upon which the results are based has been validated
with the method described in Ref. [17].

The combination of individual search sub-channels for a specific
Higgs boson decay, and the full combination of all search chan-
nels, are based on the global signal strength factor µ and on the
identification of the nuisance parameters that correspond to the
correlated sources of systematic uncertainty described in Section 8.

8. Correlated systematic uncertainties

The individual search channels that enter the combination are
summarised in Table 6.

Figure 3.3: Transverse mass spectrum for H→WW ∗→ eνµν and
H→WW ∗→µνeν decays for the 0-jet and 1-jet category.

is estimated to be about 3%. The 1-jet channel is also sensitive to the b-tagging

efficiency which has an impact of about 10% on the background. Due to differences

in dijet and W + jet events in the jet variables, the uncertainty on the yield of the

W + jets background is ±40% which results in a ±5% uncertainty for the total

background. The integrated luminosity has an uncertainty of ±3.6%.

The number of expected events for a SM Higgs boson with mH = 125 GeV

are 20 ± 4 signal events in the 0-jet category and 146 ± 16 expected background

events. For the 1-jet and 2-jet categories, the expected signal events are 5 ± 2

and 0.34± 0.07 and for background 26 ± 6 and 0.35± 0.18. The transverse mass

spectrum for the 0-jet and 1-jet categories is shown in figure 3.3.

75



3.4 Combination

Various analyses that search for the Higgs boson are combined to form a more

powerful model with increased sensitivity particularly to discover a new particle.

The channels that entered the ATLAS combination in July 2012 are shown in

table 3.1.

The common systematic uncertainties have to be correlated properly. The

integrated luminosity is fully correlated across the channels. For analyses at

√
s = 7 TeV, this is a ±3.9% [142] in all yields except for the H→ZZ∗→ 4`

and H→ γγ channels where a newer luminosity estimate was used in the input

channel analysis and a ±1.8% [143] effect is included. Uncertainties that are re-

lated to final states that are the same across many analyses have to be correlated.

Therefore, trigger and identification efficiencies for electrons and photons as well

as electron and photon energy scales are fully correlated, which is particularly im-

portant for the combination of H→ZZ∗→ 4` and H→ γγ. Similarly, uncertainties

relating to muon reconstruction in the inner detector and the muon spectrometer

are correlated. The correlation of jet energy scale and missing transverse energy

depends on the kinematic selections and flavor compositions of the jets. Whereas

light jet uncertainties are correlated across analyses, nuisance parameters describ-

ing heavy flavor jets in the H→ bb̄ analysis are uncorrelated. With this dataset,

various correlation schemes were tried for the jet components and gave negligi-

ble differences in the results. The /ET uncertainty has a correlated component

from JES effects and an uncorrelated component due to low energy activity in the

calorimeter that is not associated to reconstructed objects. Theory uncertainties

in the Higgs production processes are particularly large and correlated across all

analyses. The ggF signal yield changes by +7%
−8% due to uncertainty in the the QCD
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Figure 3.4: Exclusion ranges from the combination in July 2012. (a) shows the
excluded signal strength at 95% CL as a function of mH and (b) shows the CL to
exclude a signal strength of µ = 1 as a function of mH .

scale for mH = 125 GeV, ±1% for VBF and VH and +4%
−9% for ttH [1, 60]. Also the

predicted branching ratios come with an uncertainty of ±5%. The parton distri-

bution functions of the proton at
√
s = 7 TeV and

√
s = 8 TeV also come with

an uncertainty of ±8% for mostly gluon-initiated processes like ggF and ttH and

±4% for the quark-initiated processes VBF and VH [87, 86, 88, 89]. Interference

effects with other SM processes and off-shell Higgs boson production are accounted

for in an uncertainty of ±150%× (mH/ TeV)3 which results in a ±4% uncertainty

at mH = 300 GeV and smaller below that.

Excluded parameter space: Higgs masses are excluded at the 95% CL when

the CLs value at the SM signal strength µ = 1 drops below 5%. The result is

shown in figure 3.4(a). The expected exclusion range is from mH = 110 GeV up

to 582 GeV whereas the observed exclusion range is 111 GeV to 559 GeV with

the important exception of 122− 131 GeV. A large range is excluded even at the

99% CL as shown in figure 3.4(b).

Observation of an excess: The H→ZZ∗→ 4` and H→ γγ have fully recon-

structible final states which results in a high resolution for the Higgs boson mass

78



 [GeV]
H

m
110 115 120 125 130 135 140 145 150

0
L

o
c
a

l 
p

­710

­610

­510

­410

­310

­210

­110

1

  

2011 Exp.

2011 Obs.

2012 Exp.

2012 Obs.

2011­2012 Exp.

2011­2012 Obs.

ATLAS 2011 ­ 2012  4l→ 
(*)

 ZZ→H 

σ2 

σ3 

σ4 

σ5 ­1
Ldt = 4.8 fb∫ = 7 TeV:  s 

­1
Ldt = 5.8 fb∫ = 8 TeV:  s 

(a)

 [GeV]
H

m
110 115 120 125 130 135 140 145 150

0
L

o
c
a

l 
p

­710

­610

­510

­410

­310

­210

­110

1

  γγ →H 

σ2 

σ3 

σ4 

σ5 

­1
Ldt = 4.8 fb∫ = 7 TeV:  s 

­1
Ldt = 5.9 fb∫ = 8 TeV:  s 

2011 Exp.

2011 Obs.

2012 Exp.

2012 Obs.

2011­2012 Exp.

2011­2012 Obs.

ATLAS 2011 ­ 2012

(b)

 [GeV]
H

m
110 115 120 125 130 135 140 145

0
L

o
c
a

l 
p

­810

­710

­610

­510

­410

­310

­210

­110

1

  
ATLAS 2011 ­ 2012 νlν l→ 

(*)
 WW→H 

σ2 

σ3 
σ4 

σ5 2011 Exp.

2011 Obs.

2012 Exp.

2012 Obs.

2011­2012 Exp.

2011­2012 Obs.

­1
Ldt = 4.7 fb∫ = 7 TeV:  s 

­1
Ldt = 5.8 fb∫ = 8 TeV:  s 

(c)

Figure 3.5: Local p0 values for the channels (a) H→ZZ∗→ 4`, (b) H→ γγ and (c)
H→WW ∗→ `ν`ν.

parameter. Neutrinos in the final state of H→WW ∗→ `ν`ν escape detection and

decrease the mass resolution in this channel, although this channel is still highly

sensitive to the signal. The p0 values for the three channels are shown in figure 3.5

and the results of hypothesis tests of combined models in figure 3.6. These re-

sults are based on asymptotic approximations. At mH = 126.5 GeV the local

significance is largest with 6.0σ with an expectation of 4.9σ.

The asymptotic formulas are not strictly applicable when energy scale system-

atics are present. This effect was studied on earlier models where the generation

of ensembles was still feasible and is shown in figure 3.7. This effect can also be
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Fig. 7. Combined search results: (a) The observed (solid) 95% CL limits on the signal
strength as a function of mH and the expectation (dashed) under the background-
only hypothesis. The dark and light shaded bands show the ±1σ and ±2σ uncer-
tainties on the background-only expectation. (b) The observed (solid) local p0 as a
function of mH and the expectation (dashed) for a SM Higgs boson signal hypothe-
sis (µ = 1) at the given mass. (c) The best-fit signal strength µ̂ as a function of mH .
The band indicates the approximate 68% CL interval around the fitted value.

582 GeV. The observed 95% CL exclusion regions are 111–122 GeV
and 131–559 GeV. Three mass regions are excluded at 99% CL,
113–114, 117–121 and 132–527 GeV, while the expected exclu-
sion range at 99% CL is 113–532 GeV.

9.2. Observation of an excess of events

An excess of events is observed near mH =126 GeV in the H →
Z Z (∗) → 4ℓ and H → γ γ channels, both of which provide fully
reconstructed candidates with high resolution in invariant mass, as
shown in Figs. 8(a) and 8(b). These excesses are confirmed by the
highly sensitive but low-resolution H → W W (∗) → ℓνℓν channel,
as shown in Fig. 8(c).

The observed local p0 values from the combination of channels,
using the asymptotic approximation, are shown as a function of
mH in Fig. 7(b) for the full mass range and in Fig. 9 for the low
mass range.

The largest local significance for the combination of the 7 and
8 TeV data is found for a SM Higgs boson mass hypothesis of
mH = 126.5 GeV, where it reaches 6.0σ , with an expected value
in the presence of a SM Higgs boson signal at that mass of 4.9σ
(see also Table 7). For the 2012 data alone, the maximum local sig-
nificance for the H → Z Z (∗) → 4ℓ, H → γ γ and H → W W (∗) →

Fig. 8. The observed local p0 as a function of the hypothesised Higgs boson mass
for the (a) H → Z Z (∗) → 4ℓ, (b) H → γ γ and (c) H → W W (∗) → ℓνℓν channels.
The dashed curves show the expected local p0 under the hypothesis of a SM Higgs
boson signal at that mass. Results are shown separately for the

√
s = 7 TeV data

(dark, blue in the web version), the
√

s = 8 TeV data (light, red in the web version),
and their combination (black).

Fig. 9. The observed (solid) local p0 as a function of mH in the low mass range.
The dashed curve shows the expected local p0 under the hypothesis of a SM Higgs
boson signal at that mass with its ±1σ band. The horizontal dashed lines indicate
the p-values corresponding to significances of 1 to 6 σ .

eνµν channels combined is 4.9 σ , and occurs at mH = 126.5 GeV
(3.8σ expected).

The significance of the excess is mildly sensitive to uncertain-
ties in the energy resolutions and energy scale systematic uncer-
tainties for photons and electrons; the effect of the muon energy
scale systematic uncertainties is negligible. The presence of these

(b)

Figure 3.6: Combination results.

accounted for in the asymptotic equations using the approach described in [144]

which reduces the local significance to 5.9σ. This significance is still local in the

sense that it is obtained from a test with one specific Higgs boson mass. The

global significance, that is the significance that such an excess can occur anywhere

in the parameter range, is about 5.1σ when considering the full mH range from

110− 600 GeV and about 5.3σ when only the range 110− 150 GeV is considered

which is motivated from global fits to electroweak measurements.

Figure 3.8(a) shows also that there is power to measure the signal strength

across the whole parameter range and that it is consistent with zero except around

the excess, and figure 3.8(b) shows the breakdown by channel of the signal strength

at mH = 126.0 GeV.

3.5 Bayesian Checks on Limits

Upper limits using the CLs method have the property that they are numerically

equivalent to Bayesian upper limits (one-sided credibility intervals) with flat priors

on the parameter of interest for the Gaussian and Poisson case. I constructed
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Fig. 4. The local probability p0 for a background-only experiment to be more signal-
like than the observation. The solid curves give the individual and combined ob-
served p0, estimated using the asymptotic approximation. The dashed curves show
the median expected value for the hypothesis of a SM Higgs boson signal at that
mass. The three horizontal dashed lines indicate the p0 corresponding to signif-
icances of 2σ , 3σ , and 4σ . The points indicate the observed local p0 estimated
using ensemble tests and taking into account energy scale systematic uncertainties
(ESS).

The largest local significance for the combination is achieved
for mH = 126 GeV, where it reaches 3.6σ with an expected value
of 2.5σ for a SM signal. The observed (expected) local significance
for mH = 126 GeV is 2.8σ (1.4σ ) in the H → γ γ channel, 2.1σ
(1.4σ ) in the H → Z Z (∗) → ℓ+ℓ−ℓ′+ℓ′− channel, and 1.4σ (1.4σ )
in the H → W W (∗) → ℓ+νℓ′−ν̄ channel.

The significance of the excess is mildly sensitive to system-
atic uncertainties on the energy scale (herein referred to as ESS)
and resolution for photons and electrons. The muon energy scale
systematic uncertainties are smaller and therefore neglected. The
presence of these uncertainties, which affect the shape and posi-
tion of the signal distributions, lead to a small deviation from the
asymptotic approximation. The observed p0 including these effects
is therefore computed using ensemble tests. The results are dis-
played in Fig. 4 as a function of mH . The observed effect of the
ESS uncertainty is small and reduces the maximum local signifi-
cance from 3.6σ to 3.5σ .

The global p0 of a local excess depends on the range of mH
and the channels considered. The global p0 associated with a 2.8σ
excess anywhere in the H → γ γ search domain 110–150 GeV is
approximately 7%. A 2.1σ excess anywhere in the H → Z Z (∗) →
ℓ+ℓ−ℓ′+ℓ′− search range 110–600 GeV corresponds to a global p0
of approximately 30%. The global p0 for a combined 3.5σ excess to
be found anywhere in the range from 114 GeV to 146 GeV is 0.6%
(2.5σ ). This mass interval corresponds to the region not excluded
at 99% CL by the combination of Higgs boson searches at LEP [7]
and the first LHC combined search [54]. For the full mass range
from 110 GeV to 600 GeV, the global p0 is 1.4% (2.2σ ).

The best-fit value of µ, denoted µ̂, is displayed in Fig. 3(c) as
a function of the mH hypothesis. The bands around µ̂ illustrate
the µ interval corresponding to −2 ln λ(µ) < 1 and represent an
approximate ±1σ variation. When evaluating exclusion limits and
significance, µ is not allowed to be negative; however, this restric-
tion is not applied in Fig. 3(c), in order to illustrate the presence
and extent of downward fluctuations. Nevertheless, the µ param-
eter is still bounded to prevent negative values of the probability
density functions in the individual channels, and for negative µ̂
values close to the boundary, the −2 ln λ(µ) < 1 region does not

always reflect a 68% confidence interval. The excess observed for
mH = 126 GeV corresponds to µ̂ of approximately 1.5+0.6

−0.5, which
is compatible with the signal expected from a SM Higgs boson at
that mass (µ = 1).

6. Conclusions

A dataset of up to 4.9 fb−1 recorded in 2011 has been used
to search for the SM Higgs boson with the ATLAS experiment at
the LHC. Higgs boson masses between 124 GeV and 519 GeV are
expected to be excluded at the 95% CL. The observed exclusion
at the 95% CL ranges from 112.9 GeV to 115.5 GeV, 131 GeV to
238 GeV and 251 GeV to 466 GeV. An exclusion of the SM Higgs
boson production at the 99% CL is achieved in the regions between
133 GeV and 230 GeV and between 260 GeV and 437 GeV.

An excess of events is observed in the H → γ γ and H →
Z Z (∗) → ℓ+ℓ−ℓ′+ℓ′− channels, for mH close to 126 GeV, which is
also supported by a broad excess in the H → W W (∗) → ℓ+νℓ′−ν̄
channel. The observed local significances of the individual excesses
are 2.8σ , 2.0σ and 1.4σ , respectively. The expected local signif-
icances of these channels, for a 126 GeV SM Higgs boson are,
coincidentally, all ∼1.4σ . The combined local significance of these
excesses is 3.6σ . When the energy scale uncertainties are taken
into account, the combined local significance is reduced to 3.5σ .
The expected combined local significance in the presence of a SM
Higgs boson signal at that mass is 2.5σ . The global probability for
such an excess to be found in the full search range, in the absence
of a signal, is approximately 1.4%, corresponding to 2.2σ .
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Figure 3.7: Local p0 values for an earlier combination that shows the explicit tests
of the asymptotic equations with pseudo-experiments on a model with uncertainties
on energy scale systematics.
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Table 7
Characterisation of the excess in the H → Z Z (∗) → 4ℓ, H → γ γ and H → W W (∗) → ℓνℓν channels and the combination of all channels listed in Table 6. The mass value
mmax for which the local significance is maximum, the maximum observed local significance Zl and the expected local significance E(Zl) in the presence of a SM Higgs
boson signal at mmax are given. The best fit value of the signal strength parameter µ̂ at mH = 126 GeV is shown with the total uncertainty. The expected and observed mass
ranges excluded at 95% CL (99% CL, indicated by a *) are also given, for the combined

√
s = 7 TeV and

√
s = 8 TeV data.

Search channel Dataset mmax [GeV] Zl [σ ] E(Zl) [σ ] µ̂(mH = 126 GeV) Expected exclusion [GeV] Observed exclusion [GeV]

H → Z Z (∗) → 4ℓ 7 TeV 125.0 2.5 1.6 1.4 ± 1.1
8 TeV 125.5 2.6 2.1 1.1 ± 0.8
7 & 8 TeV 125.0 3.6 2.7 1.2 ± 0.6 124–164, 176–500 131–162, 170–460

H → γ γ 7 TeV 126.0 3.4 1.6 2.2 ± 0.7
8 TeV 127.0 3.2 1.9 1.5 ± 0.6
7 & 8 TeV 126.5 4.5 2.5 1.8 ± 0.5 110–140 112–123, 132–143

H → W W (∗) → ℓνℓν 7 TeV 135.0 1.1 3.4 0.5 ± 0.6
8 TeV 120.0 3.3 1.0 1.9 ± 0.7
7 & 8 TeV 125.0 2.8 2.3 1.3 ± 0.5 124–233 137–261

Combined 7 TeV 126.5 3.6 3.2 1.2 ± 0.4
8 TeV 126.5 4.9 3.8 1.5 ± 0.4

7 & 8 TeV 126.5 6.0 4.9 1.4 ± 0.3
110–582 111–122, 131–559
113–532 (*) 113–114, 117–121, 132–527 (*)

uncertainties, evaluated as described in Ref. [138], reduces the lo-
cal significance to 5.9σ .

The global significance of a local 5.9σ excess anywhere in the
mass range 110–600 GeV is estimated to be approximately 5.1σ ,
increasing to 5.3 σ in the range 110–150 GeV, which is approxi-
mately the mass range not excluded at the 99% CL by the LHC com-
bined SM Higgs boson search [139] and the indirect constraints
from the global fit to precision electroweak measurements [12].

9.3. Characterising the excess

The mass of the observed new particle is estimated using the
profile likelihood ratio λ(mH ) for H → Z Z (∗) → 4ℓ and H → γ γ ,
the two channels with the highest mass resolution. The signal
strength is allowed to vary independently in the two channels,
although the result is essentially unchanged when restricted to
the SM hypothesis µ = 1. The leading sources of systematic un-
certainty come from the electron and photon energy scales and
resolutions. The resulting estimate for the mass of the observed
particle is 126.0 ± 0.4 (stat) ± 0.4 (sys) GeV.

The best-fit signal strength µ̂ is shown in Fig. 7(c) as a function
of mH . The observed excess corresponds to µ̂ = 1.4 ± 0.3 for mH =
126 GeV, which is consistent with the SM Higgs boson hypothesis
µ = 1. A summary of the individual and combined best-fit values
of the strength parameter for a SM Higgs boson mass hypothesis
of 126 GeV is shown in Fig. 10, while more information about the
three main channels is provided in Table 7.

In order to test which values of the strength and mass of a
signal hypothesis are simultaneously consistent with the data, the
profile likelihood ratio λ(µ,mH ) is used. In the presence of a
strong signal, it will produce closed contours around the best-fit
point (µ̂,m̂H ), while in the absence of a signal the contours will
be upper limits on µ for all values of mH .

Asymptotically, the test statistic −2 ln λ(µ,mH ) is distributed as
a χ2 distribution with two degrees of freedom. The resulting 68%
and 95% CL contours for the H → γ γ and H → W W (∗) → ℓνℓν
channels are shown in Fig. 11, where the asymptotic approxima-
tions have been validated with ensembles of pseudo-experiments.
Similar contours for the H → Z Z (∗) → 4ℓ channel are also shown
in Fig. 11, although they are only approximate confidence intervals
due to the smaller number of candidates in this channel. These
contours in the (µ,mH ) plane take into account uncertainties in
the energy scale and resolution.

The probability for a single Higgs boson-like particle to pro-
duce resonant mass peaks in the H → Z Z (∗) → 4ℓ and H → γ γ

Fig. 10. Measurements of the signal strength parameter µ for mH = 126 GeV for the
individual channels and their combination.

Fig. 11. Confidence intervals in the (µ,mH ) plane for the H → Z Z (∗) → 4ℓ, H →
γ γ , and H → W W (∗) → ℓνℓν channels, including all systematic uncertainties.
The markers indicate the maximum likelihood estimates (µ̂,m̂H ) in the corre-
sponding channels (the maximum likelihood estimates for H → Z Z (∗) → 4ℓ and
H → W W (∗) → ℓνℓν coincide).

channels separated by more than the observed mass difference, al-
lowing the signal strengths to vary independently, is about 8%.

The contributions from the different production modes in the
H → γ γ channel have been studied in order to assess any ten-
sion between the data and the ratios of the production cross

(b)

Figure 3.8: Signal strengths measurements in the combination (a) across the full
parameter range and (b) broken down by channel.
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Figure 3.9: MultiNest checks on upper limits with 1.1 − 4.9 fb−1 of integrated
luminosity at

√
s = 7 TeV for (a) individual decay channels and (b) the combina-

tion of those channels. The MultiNest results and the results from asymptotic
calculations are shown.

Bayesian credibility intervals with the goal to build confidence in our main results.

MultiNest [145, 146] is a multimodal nested sampler. To use the ATLAS

models, I wrote a generic interface for Root to the MultiNest Fortran library.

The results of studies for the individual channels that enter the combination and

for the combination itself are shown in figure 3.9.

MultiNest uses ellipsoidal approximations of iso-likelihood contours. This

approximation becomes exponentially worse as the dimensionality of the parameter

space is increased. In the low mH range, the dimensionality of the parameter

space is higher for the combined model as more input channels contribute. I

used Metropolis-Hastings and Gibbs sampling to construct a credibility interval

using Markov-Chain-Monte-Carlo (MCMC). The result of a run on the combined

model is compared to asymptotic results in figure 3.10. At each parameter point

mH , five chains are constructed with 100,000 entries. The first 60,000 entries are

discarded as burn-in and the most probable signal strength is evaluated for each

chain separately. The chains with the lowest and highest most probable signal
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Figure 3.10: Checks using MCMC on the combined upper limit from asymptotic
calculations.

strengths are discarded and the remaining three chains are merged; similar to a

median filter.

3.6 Latest Results from H→ZZ∗→ 4`

For this channel alone, the minimum p0 value of a scan over hypothetical Higgs

masses is 2.7×10−11 corresponding to a 6.6σ significance at mH = 124.3 GeV. This

is shown in figure 3.11(a). The Standard Model Higgs hypothesis is also excluded

over a large range of mH . The upper limit for the low mass range is shown in

figure 3.11(b).

After discovering a new particle, its mass and coupling structure has to be

determined which is the subject of the following two chapters.
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Figure 3.11: Scan of the (a) p0 values and (b) upper limits across mH hypotheses.
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Chapter 4

Mass Measurement

After discovering a new particle, the first interesting property to measure

is its mass. This chapter is based on the ATLAS conference notes [147, 148]

and the ATLAS internal notes [11, 149]. Some software tools that I used for

these studies are now part of RooStats or are available as the Python packages

BatchLikelihoodScan1 and PyROOTUtils2.

Before measuring the Higgs mass itself, a likelihood contour in the plane (µ,mH)

gives insight into the best fit values µ̂ and m̂H which are two important proper-

ties of the newly found particle and provide an overview of the similarity of the

observed signal in different decay channels.

To obtain a two-dimensional confidence interval, the likelihood ratio

λ(µ,mH) =
L(µ,mH ,

ˆ̂
θ(µ,mH))

L(µ̂, m̂H , θ̂)
(4.1)

is used, where
ˆ̂
θ(µ,mH) is the conditional maximum likelihood estimate for fixed

1https://github.com/svenkreiss/BatchLikelihoodScan
2https://github.com/svenkreiss/PyROOTUtils
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Table 7
Characterisation of the excess in the H → Z Z (∗) → 4ℓ, H → γ γ and H → W W (∗) → ℓνℓν channels and the combination of all channels listed in Table 6. The mass value
mmax for which the local significance is maximum, the maximum observed local significance Zl and the expected local significance E(Zl) in the presence of a SM Higgs
boson signal at mmax are given. The best fit value of the signal strength parameter µ̂ at mH = 126 GeV is shown with the total uncertainty. The expected and observed mass
ranges excluded at 95% CL (99% CL, indicated by a *) are also given, for the combined

√
s = 7 TeV and

√
s = 8 TeV data.

Search channel Dataset mmax [GeV] Zl [σ ] E(Zl) [σ ] µ̂(mH = 126 GeV) Expected exclusion [GeV] Observed exclusion [GeV]

H → Z Z (∗) → 4ℓ 7 TeV 125.0 2.5 1.6 1.4 ± 1.1
8 TeV 125.5 2.6 2.1 1.1 ± 0.8
7 & 8 TeV 125.0 3.6 2.7 1.2 ± 0.6 124–164, 176–500 131–162, 170–460

H → γ γ 7 TeV 126.0 3.4 1.6 2.2 ± 0.7
8 TeV 127.0 3.2 1.9 1.5 ± 0.6
7 & 8 TeV 126.5 4.5 2.5 1.8 ± 0.5 110–140 112–123, 132–143

H → W W (∗) → ℓνℓν 7 TeV 135.0 1.1 3.4 0.5 ± 0.6
8 TeV 120.0 3.3 1.0 1.9 ± 0.7
7 & 8 TeV 125.0 2.8 2.3 1.3 ± 0.5 124–233 137–261

Combined 7 TeV 126.5 3.6 3.2 1.2 ± 0.4
8 TeV 126.5 4.9 3.8 1.5 ± 0.4

7 & 8 TeV 126.5 6.0 4.9 1.4 ± 0.3
110–582 111–122, 131–559
113–532 (*) 113–114, 117–121, 132–527 (*)

uncertainties, evaluated as described in Ref. [138], reduces the lo-
cal significance to 5.9σ .

The global significance of a local 5.9σ excess anywhere in the
mass range 110–600 GeV is estimated to be approximately 5.1σ ,
increasing to 5.3 σ in the range 110–150 GeV, which is approxi-
mately the mass range not excluded at the 99% CL by the LHC com-
bined SM Higgs boson search [139] and the indirect constraints
from the global fit to precision electroweak measurements [12].

9.3. Characterising the excess

The mass of the observed new particle is estimated using the
profile likelihood ratio λ(mH ) for H → Z Z (∗) → 4ℓ and H → γ γ ,
the two channels with the highest mass resolution. The signal
strength is allowed to vary independently in the two channels,
although the result is essentially unchanged when restricted to
the SM hypothesis µ = 1. The leading sources of systematic un-
certainty come from the electron and photon energy scales and
resolutions. The resulting estimate for the mass of the observed
particle is 126.0 ± 0.4 (stat) ± 0.4 (sys) GeV.

The best-fit signal strength µ̂ is shown in Fig. 7(c) as a function
of mH . The observed excess corresponds to µ̂ = 1.4 ± 0.3 for mH =
126 GeV, which is consistent with the SM Higgs boson hypothesis
µ = 1. A summary of the individual and combined best-fit values
of the strength parameter for a SM Higgs boson mass hypothesis
of 126 GeV is shown in Fig. 10, while more information about the
three main channels is provided in Table 7.

In order to test which values of the strength and mass of a
signal hypothesis are simultaneously consistent with the data, the
profile likelihood ratio λ(µ,mH ) is used. In the presence of a
strong signal, it will produce closed contours around the best-fit
point (µ̂,m̂H ), while in the absence of a signal the contours will
be upper limits on µ for all values of mH .

Asymptotically, the test statistic −2 ln λ(µ,mH ) is distributed as
a χ2 distribution with two degrees of freedom. The resulting 68%
and 95% CL contours for the H → γ γ and H → W W (∗) → ℓνℓν
channels are shown in Fig. 11, where the asymptotic approxima-
tions have been validated with ensembles of pseudo-experiments.
Similar contours for the H → Z Z (∗) → 4ℓ channel are also shown
in Fig. 11, although they are only approximate confidence intervals
due to the smaller number of candidates in this channel. These
contours in the (µ,mH ) plane take into account uncertainties in
the energy scale and resolution.

The probability for a single Higgs boson-like particle to pro-
duce resonant mass peaks in the H → Z Z (∗) → 4ℓ and H → γ γ

Fig. 10. Measurements of the signal strength parameter µ for mH = 126 GeV for the
individual channels and their combination.

Fig. 11. Confidence intervals in the (µ,mH ) plane for the H → Z Z (∗) → 4ℓ, H →
γ γ , and H → W W (∗) → ℓνℓν channels, including all systematic uncertainties.
The markers indicate the maximum likelihood estimates (µ̂,m̂H ) in the corre-
sponding channels (the maximum likelihood estimates for H → Z Z (∗) → 4ℓ and
H → W W (∗) → ℓνℓν coincide).

channels separated by more than the observed mass difference, al-
lowing the signal strengths to vary independently, is about 8%.

The contributions from the different production modes in the
H → γ γ channel have been studied in order to assess any ten-
sion between the data and the ratios of the production cross

Figure 4.1: Likelihood contours in the (µ, mH) plane.

µ and mH . The likelihood contours are closed around (µ̂, m̂H) in the presence of

strong signal. This likelihood ratio is used to form the test statistic −2 lnλ(µ,mH).

In the asymptotic limit, it is distributed as a χ2 distribution with two degrees of

freedom, denoted χ2
2.

Tests of size α define acceptance and rejection regions in this 2-dimensional

parameter space. In the asymptotic regime, the threshold kα that separates these

two regions is defined by

P (χ2
2 > kα) = α (4.2)

and defines contours with confidence level 100(1 − α)%. Therefore, the 68% and

95% CL contours are at −2 lnλ(µ,mH) = 2.3 and 6.0. I produced the results

shown in figure 4.1 that were published in ATLAS’s discovery paper [12] and in

Science [121].

The mass measurement is particularly sensitive to energy and momentum scale
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Figure 5: The comparison of the contours with and without energy scale systematics.
Figure 4.2: Comparison of likelihood contours in the (µ,mH) plane with and with-
out ESS uncertainties [11].

uncertainties, called ESS. A study is shown in figure 4.2 where “w/o ESS” are

contours obtained with fixed nominal values of the ESS nuisance parameters. In

figure 4.3 this procedure was modified to fix the ESS nuisance parameters at their

best fit value to data instead of nominal values.

The results shown so far in this chapter are based on models at fixed values

of mH .

4.1 Combined Mass

To measure the mass of the newly discovered particle, neither the minimum of

a p0 scan over mH nor the max of a µ scan can be used to measure the Higgs boson

mass. A method had to be found to obtain the maximum likelihood estimate of

mH while only having models available for discrete values of mH . In principle, the

confidence interval of mH for a single channel is constructed with a one-dimensional
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Figure 4.3: Likelihood contours in (µ,mH) for (a) H→ZZ∗→ 4` and (b) H→ γγ
with and without ESS uncertainties.

likelihood in mH . The signal strength µ is treated as a nuisance parameter and

profiled to data.

The first likelihood curves for the two channels H→ZZ∗→ 4` and H→ γγ are

shown in figure 4.4. As expected, the interval obtained from H→ γγ is more

sensitive to energy scale uncertainties than the interval for H→ZZ∗→ 4`.

The combination of the two channels is shown in figure 4.5 . In the combina-

tion, there is the subtle difference of whether one wants to enforce that the signal

strengths are the same in all channels. Various studies were made and are included

in some of the figures here, but the final result for mH is based on models where

the two channels can have a different signal strengths. The profile likelihood ratio3

for this case is

Λ(mH) =
L(mH , ˆ̂µγγ(mH), ˆ̂µ4l(mH),

ˆ̂
θ(mH))

L(m̂H , µ̂γγ, µ̂4l, θ̂)
. (4.3)

3In earlier ATLAS publications, the symbol λ was used for profile likelihood ratios and then
later replaced with Λ as λ started to be used to denote ratios of coupling scale factors.
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Figure 7: Likelihood curves �2 ln �(mH) for H ! ZZ(⇤) ! `+`�`+`� and H ! �� channels with µ
profiled with (solid) and without (dashed) ESS uncertainties.
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Figure 4.4: Likelihood curves in mH for (a) H→ZZ∗→ 4` and (b) H→ γγ.
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(b)

Figure 4.5: First likelihood curves −2 lnλ(mH) for channels with µ profiled with
(solid) and without (dashed) ESS uncertainties [11].

These first measurements were used to obtain a value and confidence interval

for the discovery paper. The models were not optimized for mass measurements.

The signals and backgrounds were modeled in a binned form with a bin width of

0.5 GeV in m4l. Small numbers of events in the MC simulations that were used

to make the binned signal lead to statistical fluctuations from bin to bin in the

shape. The shape of the H→ZZ∗→ 4` likelihood curve is an artifact of that.

These problems especially in H→ZZ∗→ 4` prompted me to work on better
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modeling techniques for such a channel. The low count of observed events made

the model particularly susceptible to inaccuracies in the modeling of the shape

due to a low number of available MC events. The method that I proposed uses an

adaptive width kernel density estimate (KEYS [116]) for the signal combined with

a piecewise linear interpolation for the existing background histograms. With the

improved signal modeling, the observed events were also moved from a binned form

to an unbinned form. The interpolation in mH of the signal shapes was done with

the interpolation algorithm described in section 2.5 that is specifically designed for

horizontally moving shapes. After these improvements and adding the remaining

data collected in 2012, the new result shown in figure 4.6(a) is a vastly improved

version compared to the earlier result shown in figure 4.4(a). The additional data

also allows a more detailed study of the mass measurement for the separate final

states in the H→ZZ∗→ 4` channel as shown in figure 4.6(b). It can be seen that

the 4µ final state is quite low in mH and the 4e is fairly high and close to the Higgs

boson mass measured in the H→ γγ channel.

The latest studies looking at the combinedmH measurement fromH→ZZ∗→ 4`

and H→ γγ give

mH = 125.5± 0.2(stat)+0.5
−0.6(sys) GeV (4.4)

which is shown in figure 4.7.

4.2 H→ZZ∗→ 4` and H→ γγ Mass Compatibility

From the very beginning right after the discovery, the measured values for mH

in the H→ZZ∗→ 4` and H→ γγ channels seemed to have some tension. This

tension cannot be quantified from graphs like those in figure 4.7. I ran a special
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6.2 Mass measurement

The method introduced for signal modelling in this note is intended for the measurement of Higgs boson
properties. The mass distributions are described using smooth, non-parametric, unbinned estimates [85]
of the relevant probability density functions obtained from simulation. The signal shape, normalisation
and corresponding uncertainties are parametrised as a function of mH . The form of the background
shapes are varied from the nominal expectation to allow for shape systematics.

In Figure 9(a) the profile likelihood is shown as a function of mH for the combined 2011 and 2012
data samples. It is shown with the mass scale systematic uncertainties from electrons (MSS(e)) and
muons (MSS(µ)) applied (solid curve) and without applying them, i.e. with the corresponding nuisance
parameters fixed to their best fit values (dashed curve). Figure 9(b) shows the corresponding profile
likelihood curves as a function of mH for the four channels separately. The value for the fitted mass
from the profile likelihood is mH = 124.3+0.6

�0.5 (stat)+0.5
�0.3 (syst) GeV, where the systematic uncertainty is

dominated by the energy and momentum scale uncertainties. The channels where muons dominate the
mass scale (4µ and 2µ2e) agree reasonably well with the channels where electrons dominate the mass
scale (4e and 2e2µ) within their total uncertainties.

The mass measurement presented in this note is compatible within its statistical uncertainty with the
previous result [8]. The di↵erence originates from the additional candidates obtained due to the increased
integrated luminosity and the optimisation of the analysis, which leads to an increased e�ciency for the
4µ and 2e2µ/2µ2e channels and a higher purity for the 4e and 4µ channels.
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Figure 9: The profile likelihood as a function of mH (a) for the combination of all channels and for (b)
for the individual channels for the combined

p
s = 8 TeV and

p
s = 7 TeV data samples. The profile

likelihoods are shown with the mass scale systematics for electrons (MSS(e)) and muons (MSS(µ))
applied (solid curve) and without applying them (dashed curve). The 68% (95%) CL uncertainty is
determined by the points where the profile likelihood curve crosses 1 (4).
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scale (4e and 2e2µ) within their total uncertainties.

The mass measurement presented in this note is compatible within its statistical uncertainty with the
previous result [8]. The di↵erence originates from the additional candidates obtained due to the increased
integrated luminosity and the optimisation of the analysis, which leads to an increased e�ciency for the
4µ and 2e2µ/2µ2e channels and a higher purity for the 4e and 4µ channels.
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Figure 9: The profile likelihood as a function of mH (a) for the combination of all channels and for (b)
for the individual channels for the combined

p
s = 8 TeV and

p
s = 7 TeV data samples. The profile

likelihoods are shown with the mass scale systematics for electrons (MSS(e)) and muons (MSS(µ))
applied (solid curve) and without applying them (dashed curve). The 68% (95%) CL uncertainty is
determined by the points where the profile likelihood curve crosses 1 (4).
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(b)

Figure 4.6: H→ZZ∗→ 4` mass measurement [10].
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Figure 4.7: Latest combined Higgs boson mass measurement.
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Figure 6: (a) The best fit point allowing m��H and m4l
H to vary independently. (b) The likelihood curve

�2 ln �(mH) along m��H = m4l
H with a single signal strength µ (solid) or independent signal strengths µ��H

and µ4l
H profiled (both following a �2

2 distribution) (c) The likelihood curve �2 ln �(mH) along m��H = m4l
H

with independent signal strengths µ��H and µ4l
H free in the fit but evaluated at the SM values µ��H = µ

4l
H = 1

(corresponding to a �2
4 distribution). (d) The likelihood curve �2 ln �(mH) along m��H = m4l

H with a single
signal strength µ free in the fit but evaluated at the SM values µ = 1 (corresponding to a �2

3 distribution).

Figure 4.8: Illustrating the model to test the Higgs mass compatibility between
the H→ γγ and H→ZZ∗→ 4` measurements. The best fit points in (m4l

H ,m
γγ
H )

are shown for the scenarios with a common signal strength (gray solid, star) and
separate signal strengths µγγ and µ4l (gray dashed, triangle) [11].

study to map likelihood values in the (m4l
H ,m

γγ
H ) plane. Figure 4.8 shows the

setup for the first mass compatibility study. Likelihood values were calculated in

discrete steps in m4l
H . The gray lines show the profiled values of mγγ

H that contain

the estimates for the global minima. The discontinuities are due to local minima.

The dashed black line shows the hypotheses of fully compatible masses m4l
H = mγγ

H .

Various scenarios to investigate the compatibility between the two measured

Higgs masses in the H→ γγ and H→ZZ∗→ 4` channel are shown in figure 4.9.

Shown are the profile likelihood ratio values along the diagonal of figure 4.8 which

is m4l
H = mγγ

H with respect to the best fit point that is not on the diagonal and

marked by a star and triangle. To quantize the compatibility at the “best” point

at the bottom of the graph, it is important to note that this point is distributed

like a χ2 with one degree less than the one shown as “picking the best point” is

equivalent to profiling one of the degrees of freedom.

The profile likelihood ratio that was used for all final results to study the mass
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Figure 6: (a) The best fit point allowing m��H and m4l
H to vary independently. (b) The likelihood curve

�2 ln �(mH) along m��H = m4l
H with a single signal strength µ (solid) or independent signal strengths µ��H

and µ4l
H profiled (both following a �2

2 distribution) (c) The likelihood curve �2 ln �(mH) along m��H = m4l
H

with independent signal strengths µ��H and µ4l
H free in the fit but evaluated at the SM values µ��H = µ

4l
H = 1

(corresponding to a �2
4 distribution). (d) The likelihood curve �2 ln �(mH) along m��H = m4l

H with a single
signal strength µ free in the fit but evaluated at the SM values µ = 1 (corresponding to a �2

3 distribution).
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Figure 6: (a) The best fit point allowing m��H and m4l
H to vary independently. (b) The likelihood curve
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and µ4l
H profiled (both following a �2

2 distribution) (c) The likelihood curve �2 ln �(mH) along m��H = m4l
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with independent signal strengths µ��H and µ4l
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(corresponding to a �2
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H with a single
signal strength µ free in the fit but evaluated at the SM values µ = 1 (corresponding to a �2
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Figure 6: (a) The best fit point allowing m��H and m4l
H to vary independently. (b) The likelihood curve

�2 ln �(mH) along m��H = m4l
H with a single signal strength µ (solid) or independent signal strengths µ��H

and µ4l
H profiled (both following a �2

2 distribution) (c) The likelihood curve �2 ln �(mH) along m��H = m4l
H

with independent signal strengths µ��H and µ4l
H free in the fit but evaluated at the SM values µ��H = µ

4l
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(c)

Figure 4.9: Scans of likelihoods along the dashed diagonal in figure 4.8. (a) The
likelihood curve −2 lnλ(mH) along mγγ

H = m4l
H with a single signal strength µ (solid)

or independent signal strengths µγγ and µ4l profiled (both following a χ2 distri-
bution). (b) The likelihood curve −2 lnλ(mH) along mγγ

H = m4l
H with independent

signal strengths µγγ and µ4l free in the fit but evaluated at the SM values µγγ=
µ4l= 1 (corresponding to a χ2

4 distribution). (c) The likelihood curve −2 lnλ(mH)
along mγγ

H = m4l
H with a single signal strength µ free in the fit but evaluated at the

SM values µ = 1 (corresponding to a χ2
3 distribution) [11].
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Figure 4.10: Latest results of the mass compatibility between the H→ZZ∗→ 4`
channel and the H→ γγ channel.

compatibility of these two channels is

Λ(∆mH) =
L(∆mH , ˆ̂mH(∆mH), ˆ̂µγγ(∆mH), ˆ̂µ4l(∆mH),

ˆ̂
θ(∆mH))

L(∆m̂H , m̂H , µ̂γγ, µ̂4l, θ̂)
(4.5)

Using the full 2011 and 2012 data sets, the latest results are shown in figure 4.10.

The measured mass difference ∆mH = mγγ −m4l is

∆m̂H = 2.3+0.6
−0.7(stat)± 0.6(sys) GeV . (4.6)

The probability that a single Higgs boson disfavors the ∆mH = 0 hypothesis by

more than what is observed in data is 1.2% which corresponds to about 2.5σ. This

result using the asymptotic approximation is checked with pseudo-experiments

which gives a slightly higher probability of 1.5% and 2.4σ. This is a two-sided test

where both the mγγ
H > m4l

H and mγγ
H < m4l

H cases are considered.
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Chapter 5

Coupling Measurements

Coupling measurements investigate the interaction strengths of the Higgs boson

with other particles. They are based on effective Lagrangians with the Standard

Model gauge structure. Deviations from coupling strengths predicted by the Stan-

dard Model would provide the first hint for new physics beyond the Standard

Model.

ATLAS has just made a new combination public [150]. My contribution to

this conference note as one of the six authors inside of ATLAS is significant. In

the past two years, I have been heavily involved in the ATLAS Higgs combination

group [151, 152, 153, 154, 155, 156, 157, 158, 159], including as a co-author for the

last publication [160].

As a more convenient interface to the numbers published by the LHC Higgs

Cross Section Working Group, I published the Python package LHCHiggsCouplings1

that I used for the studies in this chapter.

This chapter reviews the latest results and shows novel techniques to cross check

1https://github.com/svenkreiss/LHCHiggsCouplings

95

https://github.com/svenkreiss/LHCHiggsCouplings


H
ig

gs
b

os
on

S
u

b
se

q
u

en
t

S
u

b
-C

h
a
n

n
el

s

∫
L

d
t

R
ef

.
D

ec
ay

D
ec

ay
[f

b
−
1
]

2
0
1
1
√
s

=
7

T
eV

H
→
γ
γ

–
1
0

ca
te

g
o
ri

es
4
.8

[1
6
0
]

{p
T
t
⊗
η γ
⊗

co
n
ve

rs
io

n
}
⊕
{2

-j
et

V
B

F
}

H
→
Z
Z
∗

4
`

{4
e,

2e
2µ
,2
µ

2e
,4
µ
,2

-j
et

V
B

F
,`

-t
a
g
}

4
.6

[1
6
0
]

H
→
W
W
∗

`ν
`ν

{e
e,
eµ
,µ
e,
µ
µ
}
⊗
{0

-j
et

,
1
-j

et
,

2
-j

et
V

B
F
}

4
.6

[1
6
0
]

V
H
→
V
bb

Z
→
ν
ν

E
m
is
s

T
∈
{1

2
0
−

1
6
0
,1

6
0
−

2
0
0
,>

2
0
0

G
eV
}
⊗
{2

-j
et

,
3
-j

et
}

4
.6

W
→
`ν

p
W T
∈
{<

5
0
,5

0
−

1
0
0
,1

0
0
−

1
5
0
,1

5
0
−

2
0
0
,>

2
0
0

G
eV
}

4
.7

[1
6
1
]

Z
→
``

p
Z T
∈
{<

5
0
,5

0
−

1
0
0
,1

0
0
−

1
5
0
,1

5
0
−

2
0
0
,>

2
0
0

G
eV
}

4
.7

2
0
1
2
√
s

=
8

T
eV

H
→
γ
γ

–
1
4

ca
te

g
o
ri

es
:
{p

T
t
⊗
η γ
⊗

co
n
ve

rs
io

n
}
⊕

2
0
.3

[1
6
0
]

{l
o
o
se

,
ti

g
h
t

2
-j

et
V

B
F
}
⊕
{`

-t
a
g
,
E

m
is
s

T
-t

a
g
,

2
-j

et
V

H
}

H
→
Z
Z
∗

4
`

{4
e,

2e
2µ
,2
µ

2e
,4
µ
,2

-j
et

V
B

F
,`

-t
a
g
}

2
0
.3

[1
6
0
]

H
→
W
W
∗

`ν
`ν

{e
e,
eµ
,µ
e,
µ
µ
}
⊗
{0

-j
et

,
1
-j

et
,

2
-j

et
V

B
F
}

2
0
.3

[1
6
0
]

V
H
→
V
bb

Z
→
ν
ν

E
m
is
s

T
∈
{1

2
0
−

1
6
0
,1

6
0
−

2
0
0
,>

2
0
0

G
eV
}
⊗
{2

-j
et

,
3
-j

et
}

2
0
.3

W
→
`ν

p
W T
∈
{<

9
0
,

9
0
-1

2
0
,

1
2
0
-1

6
0
,

1
6
0
-2

0
0
,
>

2
0
0

G
eV
}
⊗
{2

-j
et

,
3
-j

et
}

2
0
.3

[1
6
1
]

Z
→
``

p
Z T
∈
{<

9
0
,

9
0
-1

2
0
,

1
2
0
-1

6
0
,

1
6
0
-2

0
0
,
>

2
0
0

G
eV
}
⊗
{2

-j
et

,
3
-j

et
}

2
0
.3

H
→
τ
τ

τ l
e
p
τ l
e
p

{e
e,
eµ
,µ
µ
}
⊗
{b

o
o
st

ed
,

2
-j

et
V

B
F
}

2
0
.3

τ l
e
p
τ h

a
d

{e
,µ
}
⊗
{b

o
o
st

ed
,

2
-j

et
V

B
F
}

2
0
.3

[1
6
2
]

τ h
a
d
τ h

a
d

{b
o
o
st

ed
,

2
-j

et
V

B
F
}

2
0
.3

T
ab

le
5.

1:
O

ve
rv

ie
w

of
ch

an
n
el

s
en

te
ri

n
g

th
e

la
te

st
A

T
L

A
S

co
m

b
in

at
io

n
.

A
ll

an
al

y
se

s
ar

e
u
p

d
at

ed
to

th
e

fu
ll

20
11

an
d

20
12

d
at

a
se

t.
A

n
al

y
si

s
st

ra
te

gi
es

w
er

e
al

so
u
p

d
at

ed
to

in
cr

ea
se

se
n
si

ti
v
it

y
to

in
d
iv

id
u
al

p
ro

d
u
ct

io
n

m
o
d
es

.

96



current results and improve future analyses. The updated list of inputs used for

these studies is shown in table 5.1. Here, the strategies of the individual analyses

are updated from a pure search to also increase sensitivity to different production

modes of the Higgs boson as shown for example by the extra categories in H→ γγ

and H→ZZ∗→ 4` that are optimized for VBF and VH.

5.1 Cross Sections and Branching Ratios

The statistical procedures used here is not different from the methods shown

so far. Hypothesis tests and confidence intervals for the parameters of interest α

are based on the profile likelihood ratio

Λ(α) =
L(α,

ˆ̂
θ(α))

L(α̂, θ̂)
(5.1)

where θ are the nuisance parameters. The test statistic −2 ln Λ(α) is asymptot-

ically distributed as a χ2
n distribution where n is the number of parameters of

interest. For two degrees of freedom, approximate likelihood contours for 68% and

95% CL intervals are drawn at −2 ln Λ(α) = 2.3 and 6.0 according to the asymp-

totic approximation with a χ2
2. The studies in this chapter are all done for a fixed

Higgs boson mass hypothesis of mH = 125.5 GeV.

Coupling measurements in ATLAS and CMS are done using the effective model

framework provided by the LHC Higgs Cross Section Working Group which probes

small deviations from the Standard Model without changing the tensor structure

of the couplings. In this framework, the common interface to coupling measure-

ments are the signal strength measurements for all decay channels broken down by

production mode. All coupling measurements are special combinations of signal
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Figure 5.1: Likelihood contours for H→ γγ, H→ZZ∗→ 4`, H→WW ∗→ `ν`ν
and H→ ττ in the production times branching ratio planes (µggF+ttH × B/BSM,
µVBF+VH ×B/BSM).

strength measurements. Likelihood contours for the four decay channels H→ γγ,

H→ZZ∗→ 4`, H→WW ∗→ `ν`ν and H→ ττ are shown in figure 5.1.

The detector can only measure event counts which are a product of production

cross section and decay branching ratio. Therefore, the cross section and branching

ratio are completely degenerate. Although the four channels are shown on the same

plot, the axes are different for every channel as B/BSM is specific to every decay

channel. One way to break the degeneracy of production and decay rates is to

form ratios. One possibility is to look at ratios of the two axes in figure 5.1 for

each channel. Figure 5.2 shows measurements of the ratio of µV BF+V H/µggF+ttH

where µV BF+V H is a signal strength common to VBF and VH and µggF+ttH is a

signal strength common to ggF and ttH.

Another advantage is that the axis µV BF+V H/µggF+ttH is now independent of

the decay channel under consideration and a combined value is meaningful. The
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observed combined value of

µV BF+V H/µggF+ttH = 1.4+0.5
−0.4(stat)+0.4

−0.2(sys) (5.2)

is compatible with the SM expectation.

The VBF process is particularly interesting by itself and so the assumption

of equal signal strengths between the VBF and VH processes was relaxed. The

combined measured ratio of µV BF/µggF+ttH without VH but with µV H/µggF+ttH

being treated as a nuisance parameter is

µV BF/µggF+ttH = 1.4+0.5
−0.4(stat)+0.4

−0.3(sys) (5.3)

and I produced the study shown in figure 5.3. It also shows that the hypothesis

of µV BF/µggF+ttH = 0 is unlikely. The evidence for VBF production is at the 4.1σ

level. An earlier version of my study was published in the summary on the Higgs

boson in the Particle Data Group’s Review of Particle Physics [32].

Another way to break the degeneracy of cross section and branching ratio in

the event count is to take ratios of decay channels which results in the ratio of

branching ratios. We defined a normalized ratio ρ with respect to the theoretical

values of the branching ratios in the Standard Model. For example, for the two

channels H→ γγ and H→ZZ∗→ 4`, ρ is defined as

ργγ/ZZ =
BR(H→ γγ)

BR(H→ZZ∗)
· BRSM(H→ZZ∗)

BRSM(H→ γγ)
. (5.4)

The observed likelihood curves are shown in figure 5.4 with the expected SM curves.
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Figure 5.3: The ratio of the signal strength for the VBF process over the signal
strength for ggF and ttH while profiling the signal strength for VH. It shows
evidence for VBF production.

The measured values are

ργγ/ZZ = 1.1+0.4
−0.3, ργγ/WW = 1.7+0.7

−0.5, ρZZ/WW = 1.6+0.8
−0.5 (5.5)

which are all in agreement with the Standard Model expectation of one. The ratio

ρZZ/WW was used as one of the first custodial symmetry measurements in the Higgs

sector as it is a clean model independent ratio. The ρ-values are also interesting

experimentally as the theoretical uncertainty in the production mode cross section

cancels in the ratio.
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Figure 5.4: Measurements of the ratios of branching ratios ρ.
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5.2 Testing the Standard Model Hypothesis:

Benchmark Models

The LHC Higgs Cross Section Working Group proposed a set up leading order

tree level motivated benchmark models in [163]. It is a framework to test for

deviations from the Standard Model predictions of event rates. It is based on

a few assumptions. The signal that the individual search channels observe all

originate from one narrow resonance with a mass of 125.5 GeV. The width of the

Higgs boson is neglected and the zero-width approximation is used, which implies

that the production cross section and decay rates factorize without interference:

(σ ·BR)(i→ H → f) =
σi · Γf

ΓH
(5.6)

where σi is the Higgs production cross section from the initial state i, Γf is the

partial width of the Higgs boson decaying to the final state f and ΓH is the total

width of the Higgs boson. The last assumption is that the tensor structure of the

Higgs couplings is assumed to be the same as in the SM; i.e. the discovered Higgs

boson is a CP-even scalar.

In this framework, coupling scale factors κ are introduced that are normalized to

the SM coupling strengths and modify it in a way that is inspired by the leading

order processes; see [163]. The effective coupling scale factors κγ, κg and κVBF

as well as the total width scale factor κ2
H are expressed in terms of the more
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fundamental coupling scale factors

κsγ ∼ 1.59κ2
W − 0.66κWκt + 0.07κ2

t (5.7)

κ2
g ∼ 1.06κ2

t − 0.07κtκb + 0.01κ2
b (5.8)

κ2
VBF ∼ 0.74κ2

W + 0.26κ2
Z (5.9)

κ2
H ∼ 0.57κ2

b + 0.22κ2
W + 0.09κ2

g + 0.06κ2
τ + 0.03κ2

Z + 0.03κ2
c (5.10)

for a Higgs boson mass of 125 GeV.

One of the simplest but also most interesting models is the model that in-

vestigates fermion and gauge couplings, called (κV , κF ). Here, the fundamental

coupling scale factors are constrained with

κV = κW = κZ (5.11)

κF = κt = κb = κτ = κg . (5.12)

One feature or caveat of this model is the assumption that only SM particles

contribute to gg → H which ties κg directly to κF which is an invalid assumption

for many models beyond the Standard Model. The latest results for this model

when combining all channels as well as an overview for the individual channels is

shown in figure 5.5. The combination shows that the data collected with ATLAS

has excellent agreement with the predicted SM coupling strength to fermions and

is slightly high in the coupling strength to gauge bosons. However, the SM point

is well inside the 95% confidence interval. The current measured values of these
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Figure 5: Results of fits for the 2-parameter benchmark model defined in Section 5.2.1 that probe di↵erent
coupling strength scale factors for fermions and vector bosons, assuming only SM contributions to the
total width: (a) Correlation of the coupling scale factors kF and kV ; (b) the same correlation, overlaying
the 68% CL contours derived from the individual channels and their combination; (c) coupling scale
factor kV (kF is profiled); (d) coupling scale factor kF (kV is profiled). The dashed curves in (c) and (d)
show the SM expectations. The thin dotted and dash-dotted lines in (c) indicate the continuations of the
likelihood curves when restricting the parameters to either the positive or negative sector of kF .

11

(b)

Figure 5.5: The (κV , κF ) benchmark model. (a) shows likelihood contours for
the combination of all channels and (b) shows contours for the individual decay
channels.

two coupling parameters are

κV = 1.15± 0.08 (5.13)

κF = 0.99+0.17
−0.15 . (5.14)

Another benchmark model focuses on the two loops in the gg → H → γγ

process for which a slightly high event rate was observed. This model tests possible

non-Standard Model contributions to the process. Therefore, the parametrization

of this model keeps the effective coupling scale factors (κg, κγ). The likelihood

contours and graphs are shown in figure 5.6. The measured values are

κg = 1.08+0.15
−0.13 (5.15)

κγ = 1.19+0.15
−0.12 (5.16)

which shows decent agreement when looking at the two parameters individually,

but taken together, the compatibility with the SM decreases to 9%.
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Figure 5.6: The (κγ, κg) benchmark model.
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The two models shown here rely on the assumption that only SM particles

contribute to the total width of the Higgs boson. This assumption can be relaxed

for the (κV , κF ) model by forming ratios and investigating (κF/κV , κ
2
V /κH) instead

which allows to make similar physics statements. For the (κg, κγ) model, the

assumption can be relaxed by adding a term that captures possible invisible and

undetectable decays to the total width, called BRinv,undet in which case the model

becomes a three-parameter model with (κg, κγ, BRinv,undet).

5.3 Studies using Bayesian Techniques

The coupling models are not necessarily unimodal and, as for example shown in

figure 5.5, they are in fact multimodal. Also, the likelihood contours are not neces-

sarily Gaussian and can have elongated, “banana”-shaped features. The validation

of the approximate methods that are used to derive intervals from likelihoods are

verified in the frequentist framework by generating pseudo-experiments from the

full model. This has been done for the most important numbers that were pub-

lished by ATLAS.

Another avenue to build confidence in the results is a cross check using Bayesian

techniques. The result will be a credibility interval instead of a confidence interval,

but in the case of a Gaussian likelihood and flat priors, we expect the two intervals

to agree numerically although they have different meanings. It also addresses

an always recurring concern that confidence intervals obtained from likelihood

methods when profiling nuisance parameters result in overly aggressive results

compared to marginalizing nuisance parameters as is done in the Bayesian context.

For all studies, flat priors with a reasonable range were used for all parameters.
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Given that this was just a qualitative check on the official result, the sensitivity of

this choice was not studied.

The model that seemed most interesting to investigate is a modification of the

(κV , κF ) model where κV is broken down into the W and Z contributions which

are parametrized with κZ and λWZ = κW/κZ resulting in the (κF , κZ , λWZ) model.

Samples drawn from the posterior and highest probability density (HPD) intervals2

are shown in figure 5.7. It shows the multimodal nature of the model along κF

and the elongated non-Gaussian shape in the (λWZ , κZ) plane. The non-Gaussian

shape lends itself to study so called “volume effects” when comparing profiling

versus marginalization of parameters.

Simple checks of convergence of the Markov chain to the stationary phase were

done by investigating the time evolution of the likelihood value and of the parame-

ters of interest, as shown in figure 5.8. This can be improved using other methods

like autocorrelation.

The result of this study is shown in figure 5.9 which directly compares confi-

dence and credibility intervals. The maximum of the profile likelihood is shifted

to one and the − ln(L) = 0.5 values are marked with ∆NLL = 0.5 which is the

approximate threshold for a likelihood-based 68% confidence interval. The distri-

butions of the posterior are shown in blue and the 68% and 95% HPD intervals

are marked in green and red. Figure 5.9(d) shows that the small discrepancy is

due to the marginalization over both minima whereas the profile likelihood only

picks the deeper minimum. It also shows – ignoring multiple modes – that the

68% confidence interval is numerically very close to the 68% Bayesian credibility

interval.

2The ability to construct HPD intervals in one or more dimensions with ROOT and RooStats

was implemented by me for this study.
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Figure 5.7: The histograms show the density of samples drawn from the posterior.
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Figure 5.8: Convergence checks.
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Figure 5.9: Direct comparison of confidence and credibility intervals. The distri-
butions obtained by sampling from the posterior are shown in blue and the profile
likelihoods are shown in black.
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Overall, this Bayesian study showed good numerical agreement between the

confidence and credibility intervals even for non-Gaussian and multimodal likeli-

hood shapes.

5.4 Factorizing Theory Uncertainties

The ATLAS experiment has recently published the first profile likelihood scans

of Higgs models shown in figure 5.10. Every scan uses the information from the

full likelihood in each channel. Experimental nuisance parameters and nuisance

parameters associated with theory uncertainties are profiled separately in each

channel. Theory uncertainties use the standard prescription from the LHC Higgs

Cross Section Working Group. That prescription is likely to change in the future

as progress is being made on the theoretical side.

For a combination, it is necessary to profile common experimental and theoret-

ical nuisance parameters to the same value. Therefore, they need to be decoupled

from the likelihood scan for a single channel and a tool needs to be available to

recouple the result. This is the subject of the paper “A Novel Approach to Higgs

Coupling Measurements” [164] and the decouple3 software package that is sum-

marized here.

To develop and study the method, we used simplified models shown in fig-

ure 5.13 that resemble the ATLAS results. The information from the full likeli-

hood is still contained in the effective likelihood and no Gaussian approximation

had to be made. Theory uncertainties that scale the signal cross sections move the

contours in this plane. The responses to variations in luminosity and two QCD

3https://github.com/svenkreiss/decouple
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(c)

Figure 5.10: Profile likelihood scans for (a) H→ γγ, (b) H→ZZ∗→ 4` and
(c) H→WW ∗→ `ν`ν in the plane (σggF+ttH ·BR, σV BF+V H ·BR).
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Figure 5.11: Simple models. (a) shows the full profile likelihood scan and com-
pares it to a contour with fixed theory uncertainties. (b) shows how this fixed
theory uncertainty contour moves and stretches when that uncertainty is fixed to
a different value.

scales are shown in figure 5.12.

The full likelihood as used in ATLAS is

Lfull(µ,α) =
∏

c∈category

[
Pois(nc|νc(µ,α))

nc∏

e=1

fc(xe|µ,α)

] ∏

i∈syst

fi(ai|αi) (5.17)

where νc(µ,α) is the expected number of events for category c given by

νc(µ,α) =
∑

p,d

µpdscpd(α) + bc(α) (5.18)

where p and d are labels for the production and decay modes. To factorize the

unwanted uncertainties, the effective signal strength µeff is introduced such that

νc(µ,α)→
∑

p,d

µeff
cpdscpd(α0) + bc(α0) (5.19)
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Figure 5.12: Response to variations of nuisance parameters in (a) H→ γγ,
(b) H→ZZ∗→ 4` and (c) H→WW ∗→ `ν`ν.

where the signal and background yields s and b are independent of α and are

only evaluated at the nominal values α0. The dependence on α is absorbed into

µeff(µ,α).

The effective signal strength µeff(µ,α) is a function of µ and α, but it can also

be treated as a parameter µeff and form the new effective likelihood Leff(µeff).

At this point, the goal is to find a reparametrization µeff(µ,α) with parameters

η and φ such that

Lfull(µ,α) ≈ Lrecouple(µ,α) (5.20)

where

Lrecouple(µ,α) ≡ Leff(µeff(µ,α)) · Lconstr(α) . (5.21)

Reparametrization templates are inspired by the form of the full likelihood.
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For the signal yield, a possible choice is

µeff
pd(µ,α) = µpd

[
1 +

∑

i

ηpi(αi − α0,i)

]

motivated by scpd(α) = scpd(α0)

[
1 +

∑

i

ηpi(αi − α0,i)

]

in the full likelihood. Similarly, for nuisance parameters that affect background

rates

µeff
pd(µ,α) = µpd +

bc(α0)

scpd(α0)

[
1 +

∑

i

φci(αi − α0,i)

]

motivated by bc(α) = bc(α0)

[
1 +

∑

i

φci(αi − α0,i)

]
.

An interesting special case arises when an uncertainty of one production mode af-

fects the signal strength measurement of another production mode. This happens

for example in VBF-optimized analyses that usually have a large ggF contamina-

tion. For “cross-talk” nuisance parameters, a possible template is

µeff
pd(µ,α) = µpd +

∑

i,p′

µp′dη
p′

pi(αi − α0,i) .

Considering all the cases, a general template could be of the form

µeff
pd(µ,α) = µpd +

∑

i,p′

µp′dη
p′

pi(αi − α0,i) +
∑

i

φi(αi − α0,i) . (5.22)

The parameters in this template need to be determined. Using knowledge

about the physical situation, it might be possible to reduce the number of template

parameters below np · nα for np production modes and nα nuisance parameters.
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In that case, the remaining parameters can be determined using the covariance

matrix at the best fit point.

For general templates, the local information contained in the covariance matrix

is not enough and more global information of the full likelihood needs to be used.

For example, a loss function

Loss(η) =

∫
dµdα π(µ,α) |Lfull(µ,α)− Lrecouple(µ,α;η)|2 (5.23)

can be defined and minimized with respect to the template parameters η. π(µ,α)

is a weight function. One possibility is to treat π(µ,α) as a posterior obtained

using a baseline constraint term: π(µ,α) ∝ Lmain(µ,α)Lconstr(α). In practice, this

means that the integral in the loss function can be obtained using MCMC. Here

MCMC is only a tool to generate sampling points to be used to obtain parameter

values for the template. This does not make the whole method Bayesian.

A demo that shows recoupled coupling results with different assumptions on

the size of theory uncertainties is shown in figure 5.13. A combination of the

full likelihood functions is also shown for comparison. The demo is available at

https://github.com/svenkreiss/decoupledDemo. Most of the complexities of

the likelihoods are encoded in the effective likelihood. Therefore, the demo runs

in a few minutes on a standard computer whereas the full likelihood scans usually

run for a few hours.

This is a powerful procedure for approximating likelihoods and it has a sta-

ble software implementation. For the case of a Gaussian likelihood and linear

systematic effects, it is similar to the Best Linear Unbiased Estimate (BLUE)

method [165, 166]. It is possible to construct combined likelihood functions where
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Figure 5.13: Example coupling combinations with nominal and ×1.3 inflated the-
ory uncertainties for (a) a (κγ, κg) model and (b) a (κV , κF ) model. The dashed
lines are contours of a true full likelihood combination for comparison.

one Higgs decay channel is implemented using a full likelihood and another Higgs

decay channel uses the effective likelihood procedure shown here. The effective

likelihood is also a natural interface to publish future experimental results.
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Chapter 6

Conclusion

The newly discovered Higgs boson has a mass of

mH = 125.5± 0.2(stat)+0.5
−0.6(sys) (6.1)

and is overall consistent with a CP -even scalar as predicted for the Higgs boson

in the Standard Model. The measured overall signal strength is

µ = 1.30± 0.12(stat)+0.14
−0.11(sys) . (6.2)

The existence of VBF production of Higgs bosons is established at the 4.1σ level.

No significant deviations in any of the studies of the couplings of the Higgs boson

to other particles has been observed so far. As more data is collected in the coming

years, the precision of these measurements will increase and will allow to probe

the Standard Model prediction more carefully. The expected relative errors for

benchmark coupling parameters are shown in table 6.1.

In the context of this thesis, methods for data-driven studies of observed colli-
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Luminosity 300 fb−1 3000 fb−1

Coupling parameter 7-parameter fit

κγ 5− 7% 2− 5%

κg 6− 8% 3− 5%

κW 4− 6% 2− 5%

κZ 4− 6% 2− 4%

κu 14− 15% 7− 10%

κd 10− 13% 4− 7%

κl 6− 8% 2− 5%

ΓH 12− 15% 5− 8%

Table 6.1: Expected precision for benchmark coupling parameters per experiment
at the LHC for integrated luminosities of 300 fb−1 and 3000 fb−1. The range is
obtained from two assumptions on the systematic and theory uncertainties [13].

sion events were shown and applied to ATLAS data. Advanced statistical modeling

techniques were studied which resulted in the official signal model for the ATLAS

H→ZZ∗→ 4` analysis. The analyses to measure the Higgs boson mass and their

progress after the discovery of a Higgs boson were shown.

The question of naturalness to explain a weak-scale Higgs mass still remains

open. The next run of the LHC program at
√
s = 13 TeV that starts in 2015 will

hopefully shed light on the underlying physical principles and unveil hints for a

theory like supersymmetry or something unexpected will be discovered.
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